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Abstract
This paper examines Chomsky’s recently proposed and abandoned FormSequence operation and 
presents a middle-ground implementation of it in a way that conforms to the Strong Minimalist 
Thesis. Special attention is paid to the role of Hilbert’s epsilon (ϵ) operator in this operation. I 
argue that while the ϵ-operator can give FormSequence its desired effect, the sequence-choosing 
mechanism should more adequately be attributed to the cognitive-computational context (mainly 
the interfaces) instead of Narrow Syntax. In other words, FormSequence is not entirely syntactic in 
nature but only partly so. I implement its syntactic part as repeated Pair Merge of a coordinator 
with a number of conjuncts, which yields a partially ordered set as output instead of a sequence. 
This implementation reconciles FormSequence with the Strong Minimalist Thesis and maintains a 
purely hierarchical syntactic module of human language. Furthermore, I compare the use of the ϵ-
operator in FormSequence and its more established use in formal semantics and eventually 
promote a domain-general perspective on the fundamental cognitive procedure of sequence 
formation.
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1 Introduction
In two recent lectures, Chomsky (2019)1 and Chomsky (2020), Chomsky proposed a 
new syntactic operation called FormSequence (FSQ). The operation is also discussed in 
Chomsky (2021), which is a revised and extended version of Chomsky (2020). Chomsky’s 
view on FSQ has kept changing in the past few years. Following its initial introduction in 
Chomsky (2019), FSQ was acknowledged in Chomsky (2020) as an unavoidable departure 
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from the Strong Minimalist Thesis (SMT). Chomsky (2021) further remarked that the 
operation might not be a departure from the SMT if it could be regarded as part of the 
“third factor” toolkit. Most recently, Chomsky (2023) eliminated FSQ due to its anti-SMT 
nature and replaced it with the similarly n-ary but order-free operation FormSet (FS). 
Simply put, FS takes a number of syntactic objects X1, …, Xn as input and yields a set 
as output, as in (1a). Meanwhile, FSQ on Chomsky’s (2021) conception further converts 
such a multimembered set into a sequence, as in (1b).2

(1) a. FS(X1, …, Xn) = {X1, …, Xn}
b. FSQ({X1, …, Xn}) = ⟨X1, …, Xn⟩

According to Chomsky (2023), FS is “a costless operation available freely for all inquiry” 
(p. 6) and is used in the domain of language to construct, among others, the Workspace 
and the Lexicon; FSQ, on the other hand, is the only operation in Chomsky (2021) that 
“departed from strict adherence to SMT” (p. 18) and therefore should be eliminated. 
While FSQ as defined above is indeed anti-SMT, this paper shows that it need not be 
totally abandoned but may be reformulated in an SMT-conforming way.

The FormSequence operation was introduced in Chomsky (2019) as an extension of 
Pair Merge (Chomsky, 2000), mainly to derive “unbounded unstructured coordination.”3 

The phenomenon is illustrated in (2).

(2) I met someone [young, happy, eager to go to college, tired of wasting his time, …] 
(Chomsky, 2019)

The bracketed coordination in (2) is “unbounded” in that it can go on and on without up­
per bound. And since no conjunct is in the scope of any other conjunct, the coordination 
is also “unstructured” in the technical sense that there is no asymmetrical c-command 
relation between the conjuncts.

To generate conjunct sequences like (2), Chomsky (2019) resorts to the Minimalist 
operation for adjunction: Pair Merge. Pair Merge takes two syntactic objects α and β 
as input and returns an ordered pair ⟨α, β⟩ as output. It is different from Set Merge 
(Chomsky, 1995) in that sets are unordered while pairs are ordered, as in (3).

(3) a. SetMerge(α, β) = {α, β} = {β, α}
b. PairMerge(α, β) = ⟨α, β⟩ ≠ ⟨β, α⟩

1) The content from Chomsky (2019) in this paper is directly taken from Chomsky’s 4th UCLA lecture (May 
2, 2019). There is also an edited transcript of all of Chomsky’s UCLA lectures by Robert Freidin available at 
https://lingbuzz.net/lingbuzz/005485.

2) The description here has been simplified. See Section 3 for Chomsky’s original description.

3) Chomsky (2021) uses the alternative term “unbounded unstructured sequences.”
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For a coordination sequence S with conjuncts S1, S2, …, Sn, Chomsky (2019) pairs up each 
conjunct Si with a link element Li.4 He then places all the ⟨Si, Li⟩ pairs in a sequence, as in 
(4a). The first slot of the sequence is occupied by a conjunction denoted by “CONJ,” and 
all the link elements are assumed to be identical. Chomsky (2020) presents the same idea 
in the slightly different form in (4b).5

(4) a. ⟨CONJ, ⟨S1, L1 ⟩, …, ⟨Sn, Ln⟩⟩ (Chomsky, 2019)

b. ⟨(&), X1, …, Xn⟩ (Chomsky, 2020)

(& is an optional conjunction and each Xi is a conjunct)

In Chomsky (2020), the operation that generates such a conjunct sequence is officially 
named FormSequence. Note that (4b) is just the instantiation of the general sequence-
forming operation in (1b) in the case of coordination. In Chomsky (2021, p. 31), it is 
further specified that the sequence ⟨X1, …, Xn⟩ is formed from m members of the Work­
space, possibly with m < n since items in the sequence may repeat, as in John, Mary, and 
John saw Tom, Jane, and Jill, respectively (with the same John).6

Crucially, on Chomsky’s (2019) conception, the formation of such a sequence involves 
the choice of a particular interconjunct ordering out of a set of alternatives:

… in order to generate these objects, you generate a set—[a] finite 
set. You pick out of—you form from that set a sequence, and it could 
be any sequence of elements, and there’s in fact infinitely many 
possible sequences. You pick one out of those, and that sequence—
S, call it—is the thing that you are then going to merge into the 
construction to proceed with the interpretation. This operation of 
picking a particular element out of the set of sequences is—
there’s formal ways of doing it which are familiar. Those of you who 
know some logic will recognize that this is David Hilbert’s epsi­
lon operator, which picks a single thing out of a set. It was part of 
his work on foundations of mathematics—[a] basic operation. So, it’s 

4) See Manzini (2021) for potential externalizations of the link element. Thanks to an anonymous reviewer for this 
reference.

5) In Chomsky (2021), the parentheses around “&” are again omitted.

6) As an anonymous reviewer points out, sequences with repeated items are subject to certain special conditions, and 
their acceptability requires the aid of expressions like respectively. Thus, while Chomsky’s sentence above is natural, 
the sentence #John, Mary, and John are tired (with the same John) is hardly acceptable. See Gawron and Kehler (2004) 
for further discussion. I will return to the issue of respectively in Section 3.2.
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a straightforward operation, but it does have the property that it’s 
indeterminate.
(12:05–13:12, Chomsky, 2019, boldface mine)

Albeit only mentioned in passing, Hilbert’s epsilon operator (henceforth ϵ-operator) evi­
dently plays a special role in the above-quoted conception, because it is what ultimately 
fixes the sequence. Thus, even though the ϵ-operator is not explicitly mentioned in 
Chomsky (2020, 2021)—probably because the discussion of FSQ there is very brief and 
less technical—its role in a complete description of FSQ is nonnegligible. Therefore, to 
fully understand FSQ and its theoretical status, we need to first give the ϵ-operator a 
more careful examination.

The ϵ-operator was proposed in Hilbert and Bernays (1939) as a formal tool to create 
a term out of a formula,7 as in (5).8

(5) ϵx . F(x)

Here, x is an individual variable, F is a first-order predicate, and the entire ϵ-term means 
“an individual x such that F is true for x.” For instance, if F is apple, then (5) denotes a 
particular apple. In Hilbert’s original definition, ϵ-terms are nondeterministic, so there is 
no way to know precisely which individual (e.g., which apple) is picked. In this sense, (5) 
intuitively corresponds to the indefinite description “an F” (e.g., an apple).9

Chomsky does not clarify how exactly the ϵ-operator picks out a particular sequence. 
Equally unclear is the modular status of FSQ. The way it is introduced suggests that it 
is a syntactic operation. However, as I will show in Section 3, the sequence-generating 
procedure cannot be entirely within Narrow Syntax. It is best viewed as a hybrid opera­
tion instead, relying on both the syntax and the general cognitive-computational context 
(mainly the prederivational preparatory stage and the interfaces). In particular, I will 
propose that the narrow-syntactic part of FSQ does not involve sequences at all but only 
produces sets and pairs (more exactly sets of pairs), and that the sequence structure is 
only generated in syntax-to-interface (mainly but not exclusively syntax-to-PF) mapping. 
In this way, a reconciliation is reached between FSQ and SMT. Moreover, I will argue in 
Section 5 that the core mechanism of the reformulated FSQ, which still crucially involves 
the ϵ-operator, is in fact domain-general. This is in line with Chomsky’s (2021, p. 35) 
suggestion that FSQ “can be regarded as part of the ‘third factor’ toolkit.”

7) This formula-to-term-converting role of ϵ more exactly makes it a subnector in Curry’s (1963, pp. 32–33) terminolo­
gy, but I will keep calling it an “operator” since that is the more common term in the literature.

8) Alternative notations include ϵxFx, ϵxF, and ϵxF(x). I stick to ϵx . F(x) in this paper.

9) However, I will show in Section 3 that the use of the ϵ-operator in FSQ is not always nondeterministic (pace 
Chomsky, 2019).
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Against the above background, I have two main objectives in this paper. First, I 
explore the exact role Hilbert’s ϵ-operator plays in FSQ. Note that the sequence-fixing 
function of the ϵ-operator does not change whether FSQ is a syntactic operation or 
not. Since there is not yet any dedicated discussion of this issue in the literature to my 
knowledge, I will take Chomsky’s original remarks as my point of departure and try to 
first make sense of the elements therein before presenting my own conception of FSQ. 
Second, I present a concrete implementation of my hybrid, middle-ground conception of 
FSQ, including both its syntactic and its nonsyntactic part. The effort to find a middle 
ground here is worthwhile because the core idea behind FSQ is more general than its 
particular use in coordination. Thus, Chomsky (2020) states that “wherever there is an 
XP, there would be a sequence,” and simple phrases like John saw Bill and John ran are 
“just limiting cases of sequences.” Again, this general idea remains insightful regardless 
of the modular status of FSQ—that is, whether it is syntactic or not.

The remainder of this paper is organized as follows. In Section 2, I introduce the 
mathematical-logical basics of the ϵ-operator in more detail. This section can be skipped 
by readers who are already familiar with this formal tool. In Section 3, I examine 
Chomsky’s sketch of FSQ more closely and argue for a hybrid view of the operation. 
In particular, I highlight the relevance of the cognitive-computational context that the 
syntactic derivation is embedded in. In Section 4, I present my concrete implementation 
of the hybrid FSQ in Minimalist terms. In Section 5, I further show that the ϵ-based, re­
formulated FSQ rule has more applicability beyond syntax and even beyond the domain 
of language, which leads me to view it as a “third factor” strategy. Section 6 concludes.

2 The Epsilon Operator
Before examining the role of the ϵ-operator in FormSequence, I first introduce this 
mathematical-logical tool in more detail. This section is mainly based on Avigad and 
Zach (2020), Chatzikyriakidis et al. (2017), Leisenring (1969), and Slater’s (n.d.) entry 
in the Internet Encyclopedia of Philosophy. There is controversy among logicians about 
certain aspects of the ϵ-operator (e.g., about its semantic model), but the general picture 
presented below suffices for current purposes.

Partly inspired by Russell’s iota (ι) operator for definite descriptions (Whitehead & 
Russell, 1910), Hilbert proposed two generic element symbols—tau (τ) and epsilon (ϵ)—in 
the 1920s, as in (6).

(6) a. ιx . F(x): the unique x that satisfies F
b. τx . F(x): an x that satisfies F when every individual does so
c. ϵx . F(x): an x that satisfies F when some individual does so

Song 5

Biolinguistics
2024, Vol. 18, Article e14061
https://doi.org/10.5964/bioling.14061

https://www.psychopen.eu/


Unlike ι, which just says the, τ and ϵ return generic elements, and in principle there is no 
way to know exactly which individual is chosen. Thus, τ and ϵ are said to be nondeter­
ministic or indeterminate. Of course, to define these symbols in a more complete manner, 
we also need to consider what happens when their preconditions are not met.10 I will 
return to this issue shortly below.

The two symbols τ and ϵ are closely related to the two quantifiers ∀ and ∃ in predicate 
logic. Indeed, (6b) and (6c) are respectively a universal and an existential generic object 
with regard to F (Chatzikyriakidis et al., 2017), as in (7).

(7) a. F(τx . F(x)) ≡ ∀x . F(x)
b. F(ϵx . F(x)) ≡ ∃x . F(x)

While τ and ϵ had started their lives as different symbols, they are in fact mutually 
definable (see, e.g., Retoré, 2014 and Abrusci, 2017), so in the end Hilbert only kept ϵ.

Hilbert’s original purpose was to find a consistent and complete axiom set for mathe­
matics, first and foremost for arithmetic. The ϵ-operator was convenient for this purpose 
in that it eliminated the two quantifiers and could also replace the Axiom of Choice 
(see, e.g., Bernays, 1991/1958). Hilbert’s program eventually failed due to Gödel’s (1931) 
incompleteness theorems, according to which there is no consistent axiomatic system 
for arithmetic, and no sufficiently expressive system can prove its own consistency. But 
Hilbert’s endeavor left us with a number of working tools, including ϵ.

The ϵ-operator as a logical symbol is equipped with an ambient syntax and a corre­
sponding semantics. Its syntax is known as the ϵ-calculus, which is a minimal extension 
of predicate calculus, with ϵ being the only new symbol. The ϵ-calculus defines an ϵ-term 
for any formula, and for each ϵ-term there is a corresponding axiom as in (8).

(8) Axiom ϵ: F(t) → F(ϵx . F(x))
“If the object denoted by any term t has the property F at all, then the object 
denoted by ϵx . F(x) has it.”

What (8) says is essentially that for any nonempty subset of the domain of discourse, we 
can choose a representative element from it, but that is just an instance of the Axiom of 
Choice. Indeed, the ϵ-operator is also known as the choice operator.

Hilbert did not give ϵ any semantics but merely used it as a syntactic tool to facilitate 
proof construction. Asser (1957) interpreted ϵ as a choice function in the model in (9).

(9) ℳ := ⟨J, I⟩ (based on Asser, 1957, pp. 33–34)

10) Specifically, the preconditions for τ and ϵ are not met whenever something is not F for τ, which is common, and 
whenever nothing is F for ϵ, which is less common. In such cases, τ and ϵ typically return something arbitrary that 
does not satisfy F. Thanks to an anonymous reviewer for this clarification.
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In (9), ℳ is the model, J is its domain, and I is its constant-interpreting function. Asser 
sets I(ϵ) to be a choice function Φ, which chooses an arbitrary element from each 
nonempty subset of J. Asser also took into account the empty set—the case where the 
if-condition in (8) is false (i.e., when the precondition in (6c) is not met). He suggested 
two solutions, one with a total choice function and the other with a partial one. On 
the total function solution, Φ(∅) returns an arbitrary element ξ0 of J—namely, an arbitra­
rily chosen individual in the whole world—and on the partial function solution it is 
undefined. Thus, assuming ⟦F⟧ = A ⊆ J, we have

(10) ⟦ϵx . F(x)⟧ = Φ(⟦F⟧) = Φ(A) = a ∈ A,  if A ≠ ∅
ξ0 ∈ J or undefined,  if A = ∅

As Leisenring (1969) points out, the total function solution suits Hilbert’s original pur­
pose better. This is also the sentiment in some later works on the philosophy of language. 
For instance, Slater (2017, p. 278) explicates that if there is no such x that satisfies F(x), 
then the denotation of ϵx . F(x) “is a fiction, which means it is simply a pragmatically 
chosen individual in the whole world at large.”

In the above, my introduction of the ϵ-operator has been limited to the first order, 
where the ϵ-bound variable is of the individual type. But ϵ can also bind higher-order 
objects. See Ackermann (1925) and Hilbert and Bernays (1939, Supplement IV.A) for 
second-order ϵ-terms of the form ϵf . F(f ), where f is a function variable. As I will show 
in Section 3.2, the ϵ-term in FormSequence is also of the second order, with the ϵ-bound 
variable being of the sequence type. Furthermore, in the Konstanz School’s use of ϵ in 
formal semantics to be reviewed in Section 5, the choice function itself becomes a matter 
of choice too, for which purpose context-indexed ϵ-terms of the form ϵix . F(x) are used, 
where i stands for the particular context in which the ϵ-choice is made. See Mints and 
Sarenac (2003) and Leiß (2017) for the semantics of indexed ϵ-calculus.

In sum, the ϵ-operator had originally been proposed as part of a program to com­
pletely axiomatize mathematics. Despite the failure of that program, this formal tool has 
survived. The formal system ϵ lives in is the ϵ-calculus, and it is semantically interpreted 
as a choice function. In addition, the ϵ-operator can be flexibly applied to objects of 
varied types.

3 Dissecting FormSequence

3.1 Basics and Puzzles
As mentioned in Section 1, the FormSequence operation is an extension of Pair Merge, 
which takes two syntactic objects as input and returns an ordered pair of them as 
output. Chomsky (2004, pp. 117–118) further likens this to higher-dimensional structure 
building, suggesting that “we might intuitively think of α as attached to β on a separate 
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plane, with β retaining all its properties on the ‘primary plane,’ the simple structure.” This 
feature of Pair Merge is inherited in its FSQ extension:

… we need an operation Pair Merge, which will also apply to 
the simple adjunct case like young man. Young will be adjoined 
to—will be attached to—man, but you don’t see it in the labeling, 
okay, ’cause it’s off in some other dimension. And the unbounded 
unstructured cases show you in effect that there are unboundedly 
many dimensions to what’s going on up there [in the mind]. It’s 
not two-dimensional like a blackboard. You can add any number of 
adjuncts at any point.
(10:09–10:47, Chomsky, 2019, boldface mine)

I illustrate the dimension-expanding capacity of Pair Merge in (11), where n adjuncts 
α1, α2, …, αn are attached to a single host β in n different dimensions.

(11) PairMerge(α1, β) = ⟨α1, β⟩
PairMerge(α2, β) = ⟨α2, β⟩
…
PairMerge(αn, β) = ⟨αn, β⟩

Recall from Section 1 that Chomsky (2019) uses the notation ⟨Si, Li⟩ for conjunct-link 
pairs. The angle brackets seem to suggest that each conjunct-link unit is a pair-merged 
object, especially in the representation in (4a). Chomsky further specifies that all links 
in the same coordination sequence “have to be identical” because we are “adjoining 
everything to the same point” (14:26–14:38, Chomsky, 2019).

Both Set Merge and Pair Merge are simple, basic operations in the Minimalist Pro­
gram. By contrast, FSQ is not that simple. The quote from Chomsky (2019) in Section 
1 specifies three steps for it: (i) generate a finite set; (ii) form from that set a set of 
sequences; and (iii) choose a particular sequence. Chomsky (2021), on the other hand, 
gives the following description:

Generation of these [coordination] structures first selects X1, …, Xm
from WS [i.e., the Workspace], forming Y = {X1, …, Xm}, freely using 
the core operation of set-formation already discussed. Merging of & 
and FSQ yields ⟨&, X1, …, Xn⟩, where the Xi’s exhaust the elements 
of Y.
(Chomsky, 2021, pp. 31–32)

This is a more complete description of the procedure in (1b), and the “core operation of 
set-formation” is just FS in (1a). Taking both Chomsky (2019) and Chomsky (2021) into 
account, I illustrate the FSQ operation with the coordinate phrase young, tall, and happy 
in (12). I temporarily ignore the “&” but will return to it shortly below.
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(12) a. WS = {…, young, tall, happy, …} (Workspace)

b. Y = {young, tall, happy} (a set of conjuncts)

c. {〈young, tall, happy〉, 〈tall, young, happy〉, 〈happy, tall, young〉, …}

(a set of possible sequences)

d. 〈young, tall, happy〉 (a particular sequence)

As I mentioned in Section 1, since there is not yet any detailed discussion of FSQ in the 
literature, I take Chomsky’s original remarks as my point of departure. However, this 
does not mean that I will confine myself to Chomsky’s remarks. Below I highlight four 
puzzles in Chomsky’s sketch of FSQ above.

First, the set Y in (12b) is multimembered and cannot be formed by Set Merge, which 
is binary by definition. The quote from Chomsky (2021) above suggests that the “core 
operation of set-formation” used to form Y is not Merge but FS, but then the question 
becomes whether it is desirable to admit FS as a standard narrow-syntactic operation on 
a par with Merge. Note that the two typical uses of FS mentioned in Chomsky (2023), 
in Workspace and Lexicon construction, are not really Narrow Syntax-internal but more 
exactly part of the preparatory stage of narrow-syntactic processes—namely, they belong 
to the computational context, an important notion that I will return to in Section 3.2.

Second, the set in (12c) contains “infinitely many possible sequences” on Chomsky’s 
conception, but syntactic derivations are finitely defined, so it is unclear how this critical 
step can ever be made part of a derivation. There are ways to bypass this problem of 
infinitude, which deviate from Chomsky’s original conception but nevertheless lead to 
viable alternative formulations of FSQ. I will return to these in Section 3.2 as well.

Third, the timing and fashion of the merger of the conjunction & is unclear, nor is it 
clear how it eventually becomes part of the sequence in (12d). Chomsky’s (2021) wording 
“[m]erging of & and FSQ” seems to imply that the merger of & precedes the application 
of FSQ. But what is & merged with? The answer implied by Chomsky’s sketch seems to 
be Y. If so, which type of Merge is applied to & and Y? If it is Set Merge, we get (13a); if it 
is Pair Merge, we get (13b).

(13) a. {&, {young, tall, happy}} (Set Merge of & and Y)

b. 〈&, {young, tall, happy}〉 (Pair Merge of & and Y)

Yet neither merged product can be readily targeted by FSQ to yield the desired final 
product 〈&, young, tall, happy〉.

Fourth, the status of the “link” mentioned in Chomsky (2019) is unclear. Recall from 
Section 1 that the product of FSQ specified in Chomsky (2019) is:
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(14) ⟨CONJ, ⟨S1, L1 ⟩, …, ⟨Sn, Ln⟩⟩ (=4a)

The “CONJ” in Chomsky (2019) is equivalent to the “&” in Chomsky (2020, 2021), and on 
Chomsky’s (2019) view, all the link elements L1, L2, …, Ln are identical. While these link 
elements are not included in Chomsky (2020, 2021), as in (15),11 there is no indication of 
their abolition either. Thus, a question arises as to what their theoretical status is.

(15) ⟨(&), X1, …, Xn⟩ (=4b)

Much of the discussion on FSQ in Chomsky (2020, 2021) is dedicated to “matching condi­
tions among the Xi’s,” some of which involve “semantic/pragmatic properties” (Chomsky, 
2021, p. 32). However, it is unclear to what extent such matching conditions are meant 
to replace the link elements.12 On the one hand, the matching conditions are apparently 
a broader notion, in that they may be syntactic, semantic, or pragmatic,13 while the link 
elements are unambiguously formal syntactic in nature. To illustrate, consider (16).

(16) a. John arrived at the hospital [in an ambulance] and [in a coma].
b. *John arrived at the hospital in [an ambulance and a coma].
c. ?John arrived at the hospital in [an ambulance and his street clothes].

(Chomsky, 2021, p. 31)

All three conjunct pairs in (16) match in syntactic categories, so the observed gramma­
ticality difference can only be due to mismatches in semantic/pragmatic properties, if 
it is due to matching failure at all.14 On the other hand, the matching conditions are 
more descriptive and empirically oriented than the link elements. The latter, as described 

11) Recall from (4) that the parentheses around “&” in Chomsky’s notation indicate the optionality of the conjunc­
tion.

12) An anonymous reviewer comments that in their perception Chomsky did essentially abandon the link elements 
around the time when he was writing Chomsky (2021), even if he had not rejected the idea behind them. But as the 
same reviewer points out, the task of fleshing out the link element–based analysis in the current paper is valuable no 
matter what Chomsky’s personal thought process happens to have been.

13) The broad nature of the matching conditions means that there may well be category mismatches among 
conjuncts, as long as the conjuncts match in the dimension that matters to the particular construction. In slightly 
different terms, Patejuk and Przepiórkowski (2023, p. 347) conclude that while “all conjuncts must satisfy any 
external restrictions on the syntactic position they occupy,” the relevant restrictions may be either strict (resulting 
in category sameness) or underspecified/disjunctive (resulting in category mismatches). Thanks to an anonymous 
reviewer for this reference.

14) An anonymous reviewer suggests that the reduced acceptability of (16b–c) may be due to the inability of a single 
semantic reading of in to appropriately apply to both conjuncts, which is particularly clear when one of the readings 
is idiomatic. In this case, in must directly select its co-idiomatic complement. This is a reasonable analysis, which 
as far as I am concerned implicitly references the semantic matching condition of being associated with the same 
reading of the shared governor.
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in Chomsky (2019), are more like part of the abstract technicalities of the Minimalist 
machine.

Thus, the introduction of the matching conditions in Chomsky (2020, 2021) does not 
necessarily force us to give up the link elements in Chomsky (2019), and the theoretical 
relationship between the two concepts remains a puzzle on our way toward a full 
understanding of FSQ. To further clarify the issue, let’s also consider the example in (17a) 
together with its syntactic representation in (17b).

(17) a. John arrived and met Bill.
b. C, {John3, {INFL, 〈&, {1 v, {arrive, John1}}, {2 John2, {v*, {meet, Bill}}}〉}}

(Chomsky, 2021, p. 33)

The sentence in (17a) underlyingly involves the coordination of John arrived and John 
met Bill. In (17b), Chomsky treats this as coordination at the vP/v*P level, below the level 
of INFL. The part in (17b) that is relevant to our concern is the sequence demarcated by 
the angle brackets. We can make the connection between this concrete sequence and the 
abstract pattern in (15) more obvious by the explicit matching in (18).

(18) a. 〈&, {1 v, {arrive, John1}}, {2 John2, {v*, {meet, Bill}}}〉 (from 17b)

b. ⟨&, X1, …, Xn⟩ (=15)

c. X1 = {1 v, {arrive, John1}}, X2 = {2 John2, {v*, {meet, Bill}}} (n = 2)

Chomsky (2019) takes the link elements to be v and n. This means that each conjunct 
and v/n together constitute a pair ⟨Si, Li⟩. However, neither X1 nor X2 in (18c) is in this 
format—both are just sets instead—nor is it fully clear what S1 and S2 correspond to in 
this newer presentation.

In sum, while the extension from Pair Merge to FSQ may be conceptually appealing, 
before the latter can be integrated into the working syntactician’s toolkit, the above 
puzzles must be resolved, and the relevant technical details must be filled in. I will 
address these puzzles in the following sections and fill in the technical details based on a 
middle-ground conception of FSQ.

3.2 Sequence Generation in the Computational Context
Chomsky describes FSQ as an unavoidable departure from the Strong Minimalist Thesis, 
which “holds that I-language, the system that generates thought, keeps to Merge and lan­
guage-independent principles, such as computational efficiency” (38:00–38:15, Chomsky, 
2020). Chomsky (2021, p. 35) adds that FSQ “may not be a departure at all” if it “can be 
regarded as part of the ‘third factor’ toolkit.” My middle-ground conception of FSQ is 
along similar lines. I do not treat FSQ as an entirely syntactic operation but view it as a 
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hybrid operation instead—partly in the syntax and partly in the cognitive-computational 
context. The latter refers to the environment that syntactic derivation is embedded in—a 
fairly broad notion encompassing the prederivational preparatory stage (where Lexical 
Arrays, Workspaces, and the like are formed), the interfaces, the discourse, the encyclo­
pedia of world knowledge, and even general memory. My rethinking of FSQ below 
mainly involves the interfaces, but since the other components are also occasionally 
referenced, I will keep using the umbrella term “cognitive-computational context” or just 
“computational context” for short.

The relevance of the cognitive-computational context to syntactic derivation is most 
evident at the prederivational preparatory stage. To derive a sentence like Lily eats 
cookies, the lexical items Lily, eats, and cookies as well as necessary abstract elements 
must first be selected from the Lexicon into a Lexical Array. This selection procedure 
does not take place in Narrow Syntax proper. Similarly, in the derivation of a sentence 
like LILY eats cookies, not Tom, the focused LILY is assumed to bear a [+FOCUS] feature, 
which is not intrinsic to the lexical item Lily but must be added before the derivation 
starts.15 In fact, the relevance of the computational context in syntactic theory has 
become clearer in Chomsky’s recent work, where the significance of the derivational 
Workspace is officially recognized.

Now let’s consider the three steps of FSQ: conjunct set formation, sequence set for­
mation, and sequence-choosing. None of these steps is narrow-syntactic in the canonical 
sense: the conjunct set is multimembered and therefore cannot be generated by Merge 
(and FS is not really Narrow Syntax–internal as mentioned above), the sequence set is 
similarly multimembered and additionally infinite, and the sequence-choosing step (i.e., 
the ϵ-operation) neither builds up syntactic objects nor manipulates them, unlike familiar 
syntactic rules (e.g., Merge, Agree). I assume that these three steps all take place in the 
computational context.

Beginning with conjunct set formation, I follow Chomsky’s selection-plus-set-for­
mation procedure (i.e., FS) quoted in Section 3.1 but additionally clarify that it takes 
place before the relevant subderivation (of the coordinate phrase) starts—namely, at the 
pre(sub)derivational preparatory stage. This stage works by different rules (e.g., FS) from 
those in Narrow Syntax proper (e.g., Merge). Moving on to sequence set formation, 
this step does not need to take place at the prederivational preparatory stage since the 
sequence set is not needed by syntactic derivation. Thus, I assume that this step simply 
takes place when it has to—namely, right before the sequence-choosing step. I will return 
to the timing of this latter step below. For now, let’s first note that the set of all possible 
sequences generated from a given set A (assuming these are all finite) is formally just 
the free monoid A∗ on A, whose identity element is the empty sequence ⟨ ⟩ and whose 

15) [+FOCUS], as well as other discourse features like [+TOPIC], falls in Chomsky’s (1995, p. 227) category of 
optional features, which are “added arbitrarily as [a lexical item] LI enters the numeration.”
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monoid operation is concatenation (notated by ++ below). See (19) for the definitions of 
monoid and free monoid.

(19) a. A monoid ⟨M, ⋅ , e⟩ is a set M equipped with an associative binary operation ⋅ 
and an identity element e such that ∀m ∈ M, e ⋅ m = m ⋅ e = m.

b. The free monoid on a set has as elements all finite sequences generated from 
zero or more elements of that set by concatenation.

Thus, the free monoid on {a, b} is {⟨ ⟩, ⟨a⟩, ⟨b⟩, ⟨a, b⟩, ⟨a, a⟩, ⟨a, a, b⟩, …}, where singleton 
entries like ⟨a⟩ are generated by vacuous concatenations like ⟨a⟩++⟨ ⟩. The ϵ-operator 
then picks an element out of this free monoid, which is a particular sequence. I specify 
the ϵ-term in (20), where seqA stands for “a sequence generated from A.”

(20) ϵX . seqA(X)

This ϵ-term chooses a sequence from the free monoid on A. I use the uppercase X as 
the ϵ-bound variable here because strictly speaking this is not a first-order ϵ-term, as we 
are selecting a sequence of items instead of an individual item. Regardless of that, the 
ϵ-operator works in the same way as in the first-order scenario.

While the above difference in variable type is less significant, there does exist a more 
significant difference between the ϵ-term in (20) and Hilbert’s original ϵ in mathematics. 
Recall from Section 2 that in Hilbert’s original work, the ϵ-choice is nondeterministic. 
That is, a term like ϵx . F(x) can pick out any member of ⟦F⟧ without preference. This 
is how the ϵ-operator should work if we strictly follow its mathematical definition. 
Nevertheless, in the case of (20), some members of A∗ are in practice never chosen 
under normal circumstances. These include, among others, sequences with many random 
repetitions and sequences with fewer components than members of the initial set. Thus, 
for the initial set B = {young, tall, happy}, the sequences in (21) are examples of bad 
candidates (I temporarily ignore the link elements and the conjunction).

(21) ⟨young, tall, young, young, tall, happy, happy⟩, ⟨young⟩, ⟨ ⟩

In fact, under normal circumstances, the viable candidates of ϵX . seqB(X) (henceforth 
its “normally viable candidates” for short) are just those in (22), which are the simple 
permutations of the initial set.

(22) ⟨young, tall, happy⟩, ⟨young, happy, tall⟩, ⟨tall, young, happy⟩, ⟨tall, happy, young⟩, 
⟨happy, tall, young⟩, ⟨happy, young, tall⟩

Thus, we are forced to conclude that Chomsky’s intended use of the ϵ-operator in FSQ 
is not entirely consistent with the mathematical design of the symbol, for it is somewhat 
deterministic (pace Chomsky, 2019). But that, as far as I am concerned, is a legitimate 
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departure, which may reflect a fundamental difference between mathematics and linguis­
tics (as a cognitive science), for the kind of choice in the latter is less abstract and more 
susceptible to influence of the physical world. As I will show in Section 5, another more 
established use of the ϵ-operator in linguistics is even more deterministic and involves 
an explicit adaptation of Hilbert’s original definition as well. Such adaptation is often 
necessary for tools borrowed from one discipline to another.

Given the normally viable candidates in (22), one can choose to deviate from Chom­
sky’s original conception of the sequence set and define it just as the set of permutations 
of the initial set instead. This may be a more desirable definition, because it bypasses the 
problem of overgeneration inherent in Chomsky’s definition of the sequence set as an 
infinite set. As for sequences with repeated items, they can be attributed to repetitions 
that already exist in the Workspace.16 Another way to bypass the problem of infinitude 
is to fuse sequence set formation and sequence-choosing as one step by recursively 
applying the ϵ-operator. We can first select an element from the initial set, then select 
another element that is different from the one already selected, and do this repeatedly 
until we have selected as many elements as there are in the initial set.17 This essentially 
also reduces the possible sequences to just permutations of the initial set, though it 
sounds more complicated than the first alternative definition above.

A major advantage of these alternative definitions is that they bypass the overgener­
ation problem. Nevertheless, they may induce new problems along the way, such as 
the problem of undergeneration. On the permutation-based definitions, the normally 
viable candidates of ϵX . seqB(X) are hard-coded into the definition of FSQ. But it is 
uncertain to what extent such hard-coding is desirable, because there are still less normal 
circumstances after all. For instance, nothing strictly prohibits a speaker from starting 
with the initial set B above in mind but ending up only uttering young (e.g., waiting 
for the interlocutor to continue). In this situation, the output of syntactic derivation in 
the speaker’s mind still contains all three conjuncts from the initial set, and they are 
still all sent to the LF interface for (unordered) semantic interpretation; it is just that an 
incomplete sequence is externalized at PF. Also note that this situation is different from 
PF deletion or ellipsis. In these latter situations, what is left out is part of the sentence 
string, which can usually be filled back in a determinate word order; by contrast, the 
unuttered conjuncts discussed here are not yet linearized (due to the way the ϵ-choice 
works) and so cannot be filled back in a determinate word order. See (23) for an illustra­
tion.

(23) a. Ellipsis: – Do you like candy? – No, I don’t (like candy /*candy like).
b. Unuttered conjuncts: John is young (tall and happy / happy and tall).

16) Thanks to an anonymous reviewer for suggesting this permutation-based alternative definition.

17) Thanks to another anonymous reviewer for this alternative suggestion.
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Thus, it seems that the speaker in principle does have more freedom in terms of the 
ϵ-choice, and the normally viable candidates above are probably better attributed to prag­
matic factors such as Grice’s (1975) maxims of conversation.18 The undergeneration prob­
lem may well be avoidable via some modification of the permutation-based approaches 
above, but a proper evaluation of the various alternative definitions would take us too far 
afield. Therefore, I leave exploration in that direction to future research and still follow 
Chomsky’s (2019) original conception of an infinite sequence set in the rest of this paper, 
assuming that the much smaller set of normally viable candidates in (22) is indeed due to 
pragmatic constraints.

There are also cases where the ϵ-choice is so severely constrained that the number of 
viable sequences is reduced to a minimum. Consider the sentence in (24).

(24) [John and Bill] saw [Tom and Mary] respectively. (Chomsky, 2019)

In (24), the adverb respectively imposes an interpretative interdependence on the two 
coordinate phrases, and the number of viable sequences is reduced to just two: 〈John, 
Bill〉/〈Mary, Tom〉 and 〈Bill, John〉/〈Tom, Mary〉. Chomsky mentions a similar effect 
associated with the expression in that order, which I illustrate in (25).19

(25) As for fruit, I like [apples, bananas, oranges, and strawberries], in that order.

This time, the number of viable sequences is reduced to just one. Note that the “via­
ble sequences” above all refer to word order sequences. Assuming that the output of 
syntactic derivation has no linear order yet, such viability constraints on the ϵ-choice 
are essentially imposed on PF linearization. This means that the timing of the two 
sequence-generating steps (sequence set formation and sequence-choosing) is just that of 
syntax-to-PF mapping. That said, the sequence-generating procedure is not a PF-specific 
tool. I will further discuss this point in Section 5.

In fact, not only is the sequence-generating procedure not PF-specific, but the 
relevant mechanism is not purely PF-based either even when the ϵ-choice does take 
place at PF (as in the case of coordination). Let’s still consider the viability constraints 
above. Such constraints are clearly not phonological in nature and cannot be intrinsic 
to the PF interface. Where do they come from then? In both (24) and (25), the relevant 
viability constraints seem to be from extralinguistic knowledge, which could be in the 

18) The discussion of concrete choices of sequences inevitably takes us out of the realm of competence and into that 
of use, but this is unproblematic because on the middle-ground conception of FSQ being developed here, the ϵ-choice 
of sequence is not made in Narrow Syntax.

19) An anonymous reviewer mentions that the linear order of coordination may furthermore affect the possibility 
of anaphoric reference, as in the acceptability contrast between John saw Mary and her brother and %John saw her 
brother and Mary.
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discourse or the speaker’s general memory. In short, while the ϵ-choice of sequence 
in our discussion here takes place at the PF interface, the way the choice is made is 
crucially influenced by information that is not PF-internal but available in the more 
general cognitive-computational context. This is why I have not narrowly identified the 
sequence-generating part of FSQ as a PF rule in this section.

Also note that the constraints illustrated above are tied to the constraint-introducing 
expressions. Once we remove such expressions, the constraints are gone, as in (26).20

(26) a. [John and Bill] saw [Tom and Mary].
b. As for fruit, I like [apples, bananas, oranges, and strawberries].

The coordination ordering in neither sentence in (26) has interpretative significance this 
time, except for potential conversational implicatures. But implicature-induced sequen­
tial interpretation is defeasible, as in (27).

(27) a. I like [apples, bananas, oranges, and strawberries], but not in that order.
b. I went to [the post office, the market, and the bookstore], but not in that 

order.

Apart from expressions like respectively and in that order, world knowledge may also 
serve to guide the ϵ-choice (of word order sequence). Thus, when an initial set of con­
juncts is associated with a conventionalized order, the most natural sequence is usually 
the one obeying that order, as in (28).

(28) a. The rainbow colors are [red, orange, yellow, green, blue, indigo, and violet].
b. The twelve months are [January, February, March, April, May, June, July, 

August, September, October, November, and December].
c. The Hogwarts houses are [Gryffindor, Hufflepuff, Ravenclaw, and Slytherin].

In all these examples, the ϵ-choice is made under the guidance of common knowledge, 
which as a type of encyclopedic information is readily available in the cognitive-compu­
tational context. Overall, as I have mentioned above, the ϵ-choice in FSQ is not always 
indeterminate (pace Chomsky, 2019) but may sometimes be (semi)deterministic.

In sum, the three steps in Chomsky’s (2019) conception of FSQ all take place in the 
cognitive-computational context instead of Narrow Syntax. The conjunct set is formed at 
the prederivational preparatory stage, while the sequence set is formed at the syntax-to-
interface mapping stage, right before the sequence-choosing step. The discussion above 

20) Chomsky (2023, p. 17) also acknowledges that “the ordering imposed by such phrases as respectively is a discourse 
property” (contra Chomsky, 2021). Thanks to an anonymous reviewer for pointing this out.
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reveals that the ϵ-choice of sequence is mainly needed at the PF interface, which is the 
expected state of affairs considering the sequential nature of word order.

4 A Hierarchical Implementation
In the above, I have proposed a hybrid view of FSQ and discussed its nonsyntactic part 
in detail. In this section, I turn to its syntactic part and derive the actual coordinate 
phrase. Recall from Section 3 that both Pair Merge and FSQ create higher-dimensional 
objects. Whatever the exact definition of “higher-dimensional” is in the context of syn­
tactic derivation, such objects clearly have properties that set-merged objects do not 
possess. Prior to Chomsky (2019), a multidimensional structure was already suggested 
for coordinate phrases in de Vries (2004, 2005) to answer the following question: “[H]ow 
can we represent the intuitive symmetry of coordination, and in particular, how can we 
prevent the first conjunct from c-commanding the second?” (de Vries, 2005, p. 92) De 
Vries proposed a “behindance” relation between nodes on the syntactic tree based on 
the idea that “conjuncts are behind each other in a three-dimensional structure” (ibid.). 
Accordingly, he proposed a “b-Merge” operation (i.e., Merge by behindance). Aside from 
technical details, de Vries’s and Chomsky’s ideas on coordination are basically the same.

In Chomsky’s sketch of FSQ quoted in Section 3.1, each conjunct in a coordination 
is adjoined from a different dimension to the same point. I call this point the pivot of 
coordination.21 The pivot is arguably not the link element, because it is pair-merged with 
each conjunct, whereas the link, on Chomsky’s v/n conception, is subject to Set Merge, as 
in (17b). I repeat the pattern in (29).

(29) C, {John3, {INFL, 〈&, {1 v, {arrive, John1}}, {2 John2, {v*, {meet, Bill}}}〉}}

Since the pivot serves to hold the conjuncts together, it must lie at the intersection of all 
the dimensions in a coordination. And since there can be an unbounded number of con­
juncts, the pivot must have flexible arity (i.e., it accepts any number of arguments). Based 
on these criteria, the obvious candidates for the pivot are just the logical connectives 
AND/OR, which I notate by the umbrella label Co.

As for Chomsky’s (2019) link elements, recall that all link elements in a coordination 
are identified as one and the same. I take this to be a well-formedness condition (presum­
ably an interface condition) and perhaps part of Chomsky’s (2021) matching conditions. 

21) Note that this pivot point of multidimensional adjunction is internal to the coordination structure. In fact, it is 
just the (potentially abstract) coordinator itself on my conception, as specified below (29). Importantly, I am not 
suggesting that each conjunct is adjoined to some position in the derivational spine; that is not the right way to 
look at things as an anonymous reviewer rightly points out, especially when the conjuncts are not modifiers in 
the ambient sentence. Instead, the whole (non-modifier) coordinate phrase is normally set-merged into the external 
syntactic structure on my conception.
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Satisfaction of this constraint may be what makes a multidimensional coordination 
labelable. If the link element is v, then the coordinate phrase’s real label is vP rather than 
CoP—for clarity’s sake I will notate such a phrase as CovP. This scenario constitutes a 
special instance of the XP-YP case in Chomsky’s (2013, 2015) Labeling Algorithm, where 
the label is provided by some shared feature(s).22

I make a further distinction between the notions “link” and “host.” Recall that in a 
pair-merged object ⟨α, β⟩, α is the adjunct and β is the host, and the category of the entire 
object is the same as that of β. Thus, the category of young man is the same as that of 
man. However, there is a crucial difference between this classical scenario of Pair Merge 
and the multidimensional Pair Merge involved in FSQ, which precludes an identification 
of the pivot (i.e., Co) with the host. The difference is that while the host in classical Pair 
Merge (e.g., man in young man) can be used on its own, Co cannot (i.e., it is syncategor­
ematic); nor are the conjuncts modifiers of Co. Intuitively, if anything in a coordinate 
phrase projects at all, it should be the conjuncts’ shared feature—namely, the link—rather 
than Co. Therefore, if we reserve the term “host” for the projecting component as in 
standard Pair Merge, then the host of each Co-XP pair should be XP instead of Co. 
This brings us to the somewhat peculiar conclusion that the multidimensional coordinate 
phrase is multihosted, with as many hosts as its dimensions. That said, these hosts are 
still not the same as those in classical Pair Merge, for Co is not a modifier of XP either, 
just as XP is not a modifier of Co. Below, I will use ⟨Co, XP⟩ to notate the Co-XP pair and 
call XP the host, though this designation is more expository than substantive. See Figure 
1 for an illustration of the internal makeup of a multidimensional syntactic object. I use 
the superscript “L” to indicate an XP-internal element that serves as the link element and 
use dotted lines to indicate Pair Merge.

On this view of multidimensional coordination, I view the FSQ structure in Chomsky 
(2019), repeated in (30), as a high-level declaration of what FSQ is rather than an actual 
syntactic object.

(30) ⟨CONJ, ⟨S1, L1 ⟩, …, ⟨Sn, Ln⟩⟩ (=4a)

This notation declares that a link element can be identified for each conjunct. This 
formally amounts to defining a function λSi . Li that assigns to each conjunct term one 
of its subterms,23 which in set talk is exactly a set of pairs {⟨S1, L1 ⟩, ⟨S2, L2 ⟩, …, ⟨Sn, Ln⟩}. 

22) On this conception of the link elements, matching requirements on them do not amount to the claim that 
conjuncts need to match in category, which is in line with Patejuk and Przepiórkowski’s (2023) conclusion that 
matching conditions on coordination are imposed externally (see Note 13 above). Specifically, two constituents {X …L 
…} and {Y …L …} of different categories can be conjoined as long as L can be identified as their shared link element. 
Thanks to an anonymous reviewer for noting this.

23) An anonymous reviewer suggests that this link-assigning function could be understood as a search procedure 
over the conjunct set, with the search target τ∈{v, n} if we adopt Chomsky’s conception of link elements. This is 
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Crucially, the pairs ⟨Si, Li⟩ here are not products of Pair Merge but just a metatheoretical 
notation. The alternative notation Si

Li is less ambiguous.
Now that we have inspected the makeup of the multidimensional coordination struc­

ture, we can put everything together and give the syntactic part of FSQ an implementa­
tion. Recall from Section 3 that FSQ, on Chomsky’s conception, comprises three steps: 
conjunct set formation, sequence set formation, and sequence-choosing. With the discus­
sion above, we must add in a fourth step: coordinate phrase derivation.

In Section 3.1, I argued that the initial set of conjuncts required by FSQ could not be 
formed by Set Merge due to its multimembered nature. That said, it is perfectly viable 
as a set of initial ingredients for the derivation of a coordinate phrase, generated by 
FS as suggested by Chomsky. In this sense, the role of the initial set resembles that 
of a Lexical Subarray in Chomsky (2000), except that Lexical Subarrays contain items 
selected from the Lexicon, whereas the initial conjunct set contains syntactically derived 
conjunct phrases. The idea is that the conjuncts are prederived and reselected into the 

Figure 1

Internal Makeup of a Multidimensional CoP

indeed what the function is, especially on my above identification of the link-assigning procedure as a special 
instance of the Labeling Algorithm. The same reviewer further suggests that the procedure could probably be stated 
more precisely with Ke’s (2023) formalism for Search. This is a promising future research direction.
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quasi Lexical Subarray, which then serves as the starting point of the derivation of the 
coordinate phrase. This is well compatible with Chomsky’s sketch. When analyzing the 
sentence John arrived and met Bill in (17), Chomsky (2020) remarked that “there are two 
parallel things generated separately. One of them is arrive John; the other is John meet 
Bill.”

To implement parallel derivation, I adopt Zwart’s (2007, 2009, 2011) theory of layered 
derivation and assume that each conjunct is derived in a separate layer. On Zwart’s 
theory, complex noncomplements like subjects are constructed in separate layers before 
they join the main layer, and one layer’s output can be included in another layer’s input. 
Johnson (2003) calls this mechanism “renumeration.” Besides complex subjects, Zwart 
suggests that several other constructions can be given a layered-derivational analysis, 
including coordination. Viewed from the current layer, elements derived in previous 
layers “have a dual nature” since they are “complex in the sense that they have been 
derived in a previous derivation” but “single items in that they are listed as atoms 
in the numeration for a subsequent derivation” (Zwart, 2009, p. 173). I illustrate the 
layered-derivational implementation of multidimensional coordination with the sentence 
in (31).

(31) The man [kicked the ball, slipped, and fell].

First, we derive the three conjuncts in three separate layers, as in (32). I follow Chom­
sky’s presentation in (17b) and treat coordinate verbal predicates as full-fledged vPs or 
v*Ps.

(32) a. Layer 1: {1 the man1, {v*, {kick, the ball}}}
b. Layer 2: {2 v, {slip, the man2}}
c. Layer 3: {3 v, {fall, the man3}}

Next, we renumerate the three conjuncts into the Lexical Subarray of a new layer (via 
FS), which also contains Co (normally inherited from the overall Lexical Array), and do 
multidimensional adjunction.

(33) Layer 4

a. Lexical Subarray: {Co, {1 …}, {2 …}, {3 …}}
b. Multidimensional adjunction: 〈Co, {1 …}〉, 〈Co, {2 …}〉, 〈Co, {3 …}〉

Finally, we renumerate the coordinate phrase into the Lexical Subarray of the main layer 
(again via FS), which also contains INFL and C. And the derivation continues for the rest 
of the sentence.
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(34) Layer 5 (main layer)

a. Lexical Subarray: {CovP, INFL, C, …}
b. Further derivation: C, {the man4, {INFL, 〈Co, {1 …}, {2 …}, {3 …}〉}}

On Chomsky’s (2020, 2021) conception, the sentential subject the man4 can be raised to 
its surface position (via Internal Merge) from any of the three conjuncts indexed 1, 2, 
and 3. Its lower occurrences that do not raise are indistinguishable from copies of the 
raised occurrence and therefore get deleted across the board. Chomsky does not specify 
how exactly this cross-dimensional raising takes place. Here I tentatively suggest that 
the pivot Co, being the connection between each of the dimensions in CovP and the 
main dimension of the derivation, may serve as a bridge or “edge” for cross-dimensional 
movement. This, plus the fact that the derivation of the coordinate phrase has its own 
Lexical Subarray, points to the possibility that a coordinate phrase is a phase in the sense 
of Chomsky (2001 et seq.).

The overall derivational procedure above is summarized in (35), where I respectively 
use ⊗ and ➾ to indicate parallel and sequential interlayer relations.

(35) (Layer 1 ⊗ Layer 2 ⊗ Layer 3) ➾ Layer 4 ➾ Layer 5

The above derivation is hard to illustrate with conventional tree diagrams due to its 
multilayeredness and multidimensionality, but it can be easily illustrated by a proof tree, 
as in Figure 2.24 The final line of the proof resembles Chomsky’s (2020) representation 
in (17b), except that I do not treat the multidimensional CovP as a sequence in Narrow 
Syntax but treat it as a set of pairs with a shared component Co. This structure meets 
the definition of a partial order, more exactly one where one element (i.e., Co) is ranked 
above everything else. Thus, we can view multidimensional Pair Merge as an operation 
that takes a certain kind of numeration—one with a pivot and some syntactic objects 
with a common link—as input and yields a partially ordered set as output. This is exactly 
what happens in the step labeled “pp.” In particular, since the three conjuncts themselves 
are not related to one another by the partial order, the partially ordered set in (36a) can 
be more compactly written as (36b), with Co being ranked above a plain set.

(36) a. {⟨Co, {the man v kick the ball}⟩, ⟨Co, {the man v slip}⟩, ⟨Co, {the man v fall}⟩}
b. ⟨Co, {{the man v kick the ball}, {the man v slip}, {the man v fall}}⟩

This more compact way of notation in (36b) is also that used in (13b). Thus, at a certain 
level of abstraction, pair-merging a whole conjunct set to Co is essentially the same 
as pair-merging each conjunct to Co individually, as they both yield the same partially 

24) The set-theoretic representations in Figure 2 have been simplified for expository convenience.
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ordered set. Intuitively, Chomsky’s higher-dimensional talk itself may be a metaphor 
for a non-plain-set (yet still SMT-conforming) structure supported by natural language 
syntax. Whether there still exist other such structures apart from the partially ordered 
set is an interesting question. Finally, note that independently of whether or not the 
result of “multidimensional Pair Merge” (pp) is really multidimensional, c-command does 
not obtain between the conjuncts, as they are not (contained in) sisters of each other.

The proof tree in Figure 2 illustrates the two steps conjunct set formation and coordi­
nate phrase derivation. Now I connect these to the two other steps of FSQ: sequence 
set formation and sequence-choosing. As mentioned in Section 3.2, since the coordinate 
phrase in the syntactic output is not a sequence, the sequence-generating procedure can 
only take place at the interfaces. At the PF interface, this is just normal word order 
linearization; at the LF interface, this is interpreting the coordinate phrase in a particular 
order. Obviously, the sequence-generating procedure is more imperative at PF than at LF, 
because a coordinate phrase, like any other type of phrase, must always be uttered as a 
string, but it is not necessarily tied to a specific interpretative order (unless there is some 
special linguistic device like respectively). This suggests that the sequence-generating 
procedure may be separately executed (when needed) at the PF/LF interfaces. In most 
cases, an arbitrary sequence is generated at PF, while no sequence is generated at LF. 
But sometimes the two interfaces may even generate opposite sequences, as illustrated in 
(37).25

(37) a. I went to [the post office, the market, and the bookstore], in reverse order.
b. PF: ⟨the post office, the market, the bookstore⟩
c. LF: ⟨the bookstore, the market, the post office⟩

Figure 2

An Example Proof Tree for Multilayered, Multidimensional Derivation

Note. a = axiom; s = Set Merge; i = Internal Merge; pp = multidimensional Pair Merge.

25) I am abstracting away from many formal details here for expository convenience.
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Assuming that the generation of every sequence involves an ϵ-choice, we can further 
conclude that ϵ-choices at the PF and the LF interface can in principle be influenced 
by different factors, though the two interfaces still both have access to the generally 
available contextual information (e.g., common knowledge) discussed in Section 3.2.

In sum, my implementation of FSQ has two parallel processes: a coordinate phrase 
is derived in Narrow Syntax as a partially ordered set, and a sequence is chosen at 
the PF/LF interface via the ϵ-operator. In this way, we can both obtain the sequence 
and stick to a purely hierarchical, SMT-conforming syntactic module. Before concluding 
this section, I want to highlight the fact that due to the c-command-free nature of 
the syntactically derived coordinate phrase, it cannot be linearized at PF by the usual 
means (such as Kayne’s 1994 Linear Correspondence Axiom and its variants). Therefore, 
the ϵ-choice of sequence is not just a feasible solution but perhaps the solution to the 
linearization of “unbounded unstructured coordination.” Accordingly, a rule like FSQ is 
still useful in the Minimalist Program, if not in Narrow Syntax per se, and it is not an 
ideal move to abandon it altogether.

5 FormSequence Beyond Syntax
My discussion of FSQ so far has focused on its original application in Chomsky’s 
lectures. In this section, I show that it has wider application both within and outside 
of the domain of language. I first review a more established use of the ϵ-operator in 
formal semantics, arguing that the core idea in FSQ is involved there too, and then 
present an application of the same sequence-generating strategy in the cognitive process 
of prioritization. Such domain-general applicability of FSQ (in a generalized sense) is in 
line with Chomsky’s (2021) suggestion that it could be a “third factor” strategy.

The formal semantic case I review is the Konstanz School’s semantic theory of 
(in)definite NPs and intersentential anaphora. These empirical phenomena are illustrated 
in (38).

(38) a. (In)definite NPs: the man, a man, …
b. Intersentential anaphora: A man comes. The man / He smokes.

Dissatisfied with the iota-based approach to the, the quantificational approach to a, and 
the E-type pronoun approach to intersentential anaphora (see Egli & von Heusinger, 
1995; von Heusinger, 1997a; and Retoré, 2014, for details), researchers in the Konstanz 
School (most representatively Klaus von Heusinger) developed a unified theory for all 
three phenomena above based on an extension of the ϵ-operator. Specifically, they equip­
ped ϵ with a context index, thus assigning a dedicated choice function to each context. 
Given a context c, the classical ϵ-term ϵx . F(x) becomes ϵcx . F(x), which picks out the 
most salient element in ⟦F⟧ in c. On the semantic side, ϵc is interpreted by an indexed 
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choice function Φc. As a result, there is “not one single choice function but a whole family 
of them indexed with situations” (Egli & von Heusinger, 1995, p. 134).

I will not go into the technical details of the Konstanz School’s analysis. Interested 
readers can consult Egli and von Heusinger (1995) and von Heusinger (1997a, 1997b, 
2000, 2002, 2004, 2013). My focus here is just on the notion salience their theory relies on 
(originally from Lewis, 1979). With this notion, the descriptive material in a definite NP 
(e.g., man in the man) denotes a set as usual, but this set is furthermore equipped with 
a salience-based ranking of its members, which is essentially a discourse-determined 
sequence. Note that unlike in the cases considered in previous sections, in this case the 
ϵ-choice is tied to the LF interface instead of the PF interface. This clearly demonstrates 
that the ϵ-choice of sequence is not a PF-specific tool.

As Egli and von Heusinger (1995, p. 134) point out, the context-indexed ϵ-operator 
(i.e., their “global” ϵ-operator) does two jobs at once: ranking ⟦F⟧ and choosing its most 
salient element. This is reminiscent of the ϵ-operation in FSQ. There, too, we must first 
prepare the ambient set (i.e., the sequence set) and then make the choice. The similarity 
between the Konstanz School’s and Chomsky’s use of ϵ goes beyond the level of the 
basic procedure. Importantly, the ϵ-choice in neither use is consistently nondeterministic. 
In fact, the Konstanz School’s use of ϵ is always deterministic under the influence of 
the salience ranking; Chomsky’s use, on the other hand, may be nondeterministic or 
(semi)deterministic depending on whether or not there are lexical/pragmatic constraints 
at work (and how strong the constraints are), as we have seen in Section 3.2. By contrast, 
in Hilbert’s original definition, the ϵ-operator is strictly nondeterministic.

Another similarity between the Konstanz School’s theory and Chomsky’s theory I 
want to highlight concerns the way the former’s salience ranking is formed (which 
they do not specify). A ranking is essentially a sequence. Hence, it in principle can be 
generated by a generalized FSQ rule, via the ϵ-term in (39).

(39) ϵ⟨salience, c⟩X . seq⟦man⟧∗(X)

In (39), ⟦man⟧ is the set to be ranked, and the tuple ⟨salience, c⟩ specifies the conditions 
that together influence the ϵ-choice. In this case, the choice is influenced by the salience 
parameter and the context c. As in Section 3.2, I use ⟦man⟧∗ to denote the free monoid 
on ⟦man⟧, which contains various sequences of men. The second-order indexed ϵ-term in 
(39) precisely picks out the sequence ordered by salience in context c.26

To take full advantage of the cross-theoretic similarity, we can reformulate the Kon­
stanz School’s analysis of definite NPs with two steps of ϵ-operation, as in (40).

26) An anonymous reviewer points out that the Konstanz School’s (de facto) application of FSQ has the same 
problem of overgeneration that Chomsky’s application in coordination has, in that the former also needs to rule out 
sequences that include superfluous repetitions. Again, the permutation-based alternative conception can help bypass 
the problem.
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(40) the F, context c

a. Choose sequence: ϵ⟨salience, c⟩X . seq⟦F⟧∗(X)
b. Choose element: ϵcx . ⟦F⟧⟨salience, c⟩(x)

Both steps in (40) involve a deterministic ϵ, and they furthermore share the context 
parameter c. Here, too, the sequence-generating procedure in (40a) takes place in the 
cognitive-computational context (more exactly in the discourse), which is then readily 
accessible to the element-choosing procedure (i.e., the interpretation of the F) in the 
semantic module of language.

The cross-theoretic comparison above potentially reveals a more general principle—
that is, whenever a sequence is needed in the cognitive-computational context, whether 
by phonological linearization, semantic interpretation, or something else, it can be gener­
ated by a generalized FSQ rule. In fact, this generalized rule is applicable outside of the 
domain of language as well. Consider the cognitive process of prioritization for example, 
which is an important ability in real-world multitasking, especially when there is time 
pressure (Bai, 2017). There are both multitasking scenarios that require optimal routines 
and scenarios that require spontaneous prioritization. These respectively correspond to 
sequences with conventionalized ordering (e.g., The twelve months are January, …) and 
sequences with more arbitrary ordering (e.g., I like apples, bananas, and strawberries) 
in the linguistic domain. An example of routinized prioritization is the ABC (Airway, 
Breathing, Circulation) protocol in first aid, and an example of spontaneous prioritization 
is that in household chores. I present their “initial conjunct sets” in (41).

(41) a. P = {Airway, Breathing, Circulation}
b. Q = {cleaning floor, washing dishes, taking out trash, cooking, feeding pets}

The items in (41a) are associated with a conventional order, while those in (41b) are not. 
Thus, the ranking of Q is more context-dependent than that of P, and accordingly, the 
ϵ-choice of sequence for P is more deterministic than that for Q, though the ϵ-choice in Q 
is not completely indeterminate either. I give the two ϵ-terms in (42).

(42) a. ϵ⟨convention, c⟩X . seq⟦P⟧∗(X)
b. ϵ⟨c⟩X . seq⟦Q⟧∗(X)

As before, I use a subscript on ϵ to indicate parameters influencing the ϵ-choice. The 
ϵ-term in (42a) chooses a sequence of first-aid steps based on both convention and 
the context (the latter is included because there are occasions where the conventional 
protocol must be altered), while the ϵ-term in (42b) chooses a sequence of chores solely 
based on the context, which covers the hygienic state of the house, the time, the pets’ 
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level of hunger, and so on. In both situations, the sequence-choosing process takes place 
in the agent’s mind, and the chosen sequences are turned into action instead of language.

The domain-general applicability of the generalized FSQ rule points to the possibility 
of its being identified as a “third factor” strategy (Chomsky, 2005). The (semi)determinis­
tic choice of sequence is essentially a matter of decision-making, and the domain-general 
nature of sequence construction and decision-making is uncontroversial. The former is 
“ubiquitous in our lives” and “important in intact cognitive processing” (Jaswal, 2017, pp. 
5–6), and the latter is a high-level process that “builds on more basic cognitive processes 
such as perception, memory, and attention” and “is uniquely identified by … the process 
of choice” (Gonzalez, 2017, p. 249).

6 Conclusion
In this paper, I examined Chomsky’s recently proposed and abandoned operation For­
mSequence, which he mainly used to derive “unbounded unstructured coordination.” I 
have paid special attention to the role of Hilbert’s ϵ-operator in the operation, which is 
mentioned by Chomsky as a way to formally implement FSQ. Specifically, the ϵ-operator 
is what fixes the sequence, by choosing a particular sequence from a set of possible 
alternatives. Given this important function, we need to first have a proper understanding 
of the ϵ-operator before we can fully grasp the theoretical status of FSQ. I reviewed the 
historical background and mathematical-logical basics of this formal tool in Section 2.

Chomsky’s various remarks on FSQ are not always clear or consistent (Section 3.1). 
Therefore, while I have taken Chomsky’s original remarks as my point of departure, 
much of the content in this paper is my own development. In particular, I have departed 
from Chomsky’s conception of FSQ as an ordinary syntactic structure-building opera­
tion (which is what has led him to abandon it) and proposed a new, middle-ground 
conception, viewing FSQ as a hybrid operation that is only partly syntactic (Section 
3.2). Crucially, the syntactic part of FSQ on my conception does not involve sequence 
generation at all but is solely based on Set Merge and Pair Merge, while its sequence-
generating part, including the ϵ-operator, is relocated to the cognitive-computational 
context, mainly to the interfaces (and especially to the PF interface). This middle-ground 
conception of FSQ reconciles it with the Strong Minimalist Thesis and makes a total 
elimination of it from the Minimalist Program unnecessary.

Building on the middle-ground conception, I presented a concrete Minimalist imple­
mentation of FSQ (Sections 3.2–4). In its original application scenario of coordination, 
FSQ consists of four steps: (i) conjunct set formation, (ii) sequence set formation, (iii) 
sequence-choosing, and (iv) coordinate phrase derivation. On my conception, step (i) 
takes place at the prederivational preparatory stage; steps (ii)–(iii), at the interfaces; 
and step (iv), in Narrow Syntax. I implemented step (i) as Lexical Subarray formation 
with renumeration (via FormSet), step (ii) as free monoid formation, step (iii) as the 
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ϵ-operation, and step (iv) as multidimensional Pair Merge (of a coordinator and a number 
of conjuncts).

Furthermore, I discussed the wider application of FSQ beyond Chomsky’s immediate 
concern (Section 5). To illustrate, I demonstrated that the same strategy could be used 
to generate the salience ranking in the Konstanz School’s formal semantic theory of 
(in)definite NPs, which involves a more established linguistic use of the ϵ-operator. Inter­
estingly, neither the Konstanz School’s nor Chomsky’s use of the ϵ-operator is always 
nondeterministic—in fact, the Konstanz School’s use of it is always deterministic—unlike 
in Hilbert’s original definition, where ϵ is strictly nondeterministic. Finally, I showed that 
FSQ in a generalized sense could be applied beyond the domain of language, such as in 
the cognitive process of prioritization. This indicates the possibility that the operation 
may be a “third factor” strategy as suggested in Chomsky (2021) and further weakens the 
desirability of a total elimination of it from the Minimalist toolkit.
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