On Multidominance and Linearization

Mark de Vries

This article centers around two questions: What is the relation between
movement and structure sharing, and how can complex syntactic structures
be linearized? It is shown that regular movement involves internal remerge,
and sharing or ‘sideward movement’ external remerge. Without ad hoc restric-
tions on the input, both options follow from Merge. They can be represented
in terms of multidominance. Although more structural freedom ensues than
standardly thought, the grammar is not completely unconstrained: Argu-
ably, proliferation of roots is prohibited. Furthermore, it is explained why
external remerge has somewhat different consequences than internal re-
merge. For instance, apparent non-local behavior is attested. At the PF inter-
face, the linearization of structures involving remerge is non-trivial. A cen-
tral problem is identified, apart from the general issue why remerged mater-
ial is only pronounced once: There are seemingly contradictory linearization
demands for internal and external remerge. This can be resolved by taking
into account the different structural configurations. It is argued that the line-
arization is a PF procedure involving a recursive structure scanning algo-
rithm that makes use of the inherent asymmetry between sister nodes im-
posed by the operation of Merge.

Keywords:  linearization; movement; multidominance; PF interface; (re-)
merge

1. Introduction and Overview

Displacement is one of the central tenets in generative grammar. The underlying
idea is that a word or phrase may be involved in more than one relationship;
therefore, it can be associated with a sentence position where it does not surface.
A simple example in English is wh-movement, such as illustrated in (1):
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(1) a.  This talented girl should purchase a new violin.
b.  Which violin should this talented girl purchase ___?

The unmarked direct object position in English is shown in (la), where it is
occupied by a new violin. This phrase is categorically and semantically selected by
the verb purchase. In (1b), the preposed object which violin is thought to be related
to the regular direct object position next to the main verb as well, here indicated
by an underscore. How does the grammar make sure that the object is pro-
nounced in the higher, operator-related position (leftmost), and not in the lower,
thematic position (rightmost)? A fairly standard approach in generative grammar
has been the assumption that movement is hierarchically directional, and that a
moved phrase leaves an unpronounced trace in the original lower position. In
current minimalist theories, specialized traces no longer exist (this follows from
the Inclusiveness condition proposed by Chomsky 1995: 225). From the pers-
pective of a bottom-up derivation, it seems that we must make sure that the first
occurrence of the relevant phrase (here, which violin) remains phonologically
silent if, after movement, there will be a second, higher occurrence of it. Clearly,
then, the linearization of a sentence structure is a non-trivial process taking place
at the interface between syntax and phonology. This article is an attempt to
explicate that process, and its preconditions.

An interesting complication is that there appear to be constructions that
essentially show the opposite pattern, though not exactly in a mirror fashion. A
relevant example is the so-called Right Node Raising (RNR) construction. In (2),
this beautiful Stradivarius is the object of admired as well as bought, but here only
the rightmost occurrence is spelled out, contrary to the situation in (1b).

(2) The boy only admired
Stradivarius.

, but the girl actually bought this beautiful

Though I do not think that there is rightward or lowering movement, there are
reasons to believe that phrases can be structurally shared, which could be repre-
sented by a multidominance configuration (this will be explained below). The
questions we then face are the following;:

(Q1) How are sharing configurations derived, and what is the theoretical re-
lationship with movement?

(Q2) When and how does the linearization procedure operate, and how does it
distinguish between the two different construction types illustrated by (1b)
and (2), respectively?

In section 2, I argue that a freely applicable operation Merge gives rise to
the possibility of both internal remerge and external remerge. The concept of move-
ment corresponds to the first, and that of sharing to the second. I should mention
right away that this article is not about the correct analysis of RNR, wh-move-
ment, or any other particular construction still to be mentioned. Rather, I intend
to explore the theoretical consequences of remerge. References to particular
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analyses are used for concreteness’ sake, and serve as illustrations, mainly.

Since the syntactic configurations arising by applying the two types of
remerge are different, the linearization procedure can be made sensitive to it.
This is the subject of section 3, which presents a solution to the seemingly
contradictory linearization demands briefly introduced here. It is claimed that
linearization involves the scanning (traversal) of a full sentence structure.
Various complicated construction types are examined. Section 4 presents a more
detailed graph scanning algorithm, and discusses the computational load of such
a procedure, taking into account the difference between representations and the
actual theoretical assumptions. Finally, section 5 is the conclusion.

2.  Internal and External Remerge
2.1. The Operation Merge: Input and Output

The input for Merge, which I assume to be binary (following standard as-
sumptions dating back to Kayne 1984), is restricted to objects recognizable by
syntax, that is, words and phrases — or rather the features associated with these.
Nevertheless, judging from general minimalist practice since Chomsky (1995),
the selection of these objects must be free with respect to their location or history.
There are three possibilities, two of which are logically necessary if Merge is the
only structure-building device. First, input objects for Merge can be selected from
the lexicon or ‘numeration’. Of course, syntax would be idle without subject
matter. Second, the result of a previous instance of Merge can be selected as the
input for a subsequent instance of Merge. This corresponds to the general
hierarchical aspect of syntax. Without the recursive application of Merge, objects
more complex than two words could never be derived. Non-trivial objects are
created in the syntactic workspace. It is not only the active structure itself that is
complex after first Merge: Auxiliary structures are also necessary. For example,
subjects and adverbial phrases are often complex (notice that even a simple noun
phrase like the man counts as such, as it consists of more than one element). If
they are to be attached to the main projection line, they must have been derived
already in an auxiliary derivation.

The third possibility is fairly standard as well, though not undisputed. Let
us assume that there is such a thing as displacement, as indicated in the intro-
duction. Displacement from a derivational perspective implies that a constituent
(‘term”) of a derived structure is accessible as a possible input object for another
instance of Merge. It follows that a syntactic object can be merged more than
once. In this way, we account for the fact that syntactic objects can be involved in
more than one relationship, associated with different positions in the structure.
Here, it is presupposed that grammatical relationships are a direct or indirect
function of Merge, and hence of structure. This is a central insight of generative
grammar, and I will not question it.

To sum up, three differently situated kinds of objects may serve as input
for Merge: (i) lexical items, (ii) complex items that are the result of previous
instances of Merge, (iii) terms of complex items. The option in (iii) normally
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corresponds to what is often called Move (Chomsky 1995). However, it is impor-
tant to see that there is only one basic operation, Merge. Depending on the input,
the result may be Move. If Move involves the creation of traces or copies with
special properties, it would constitute a separate, complex operation. However,
according to minimalist reasoning, this cannot be a priori assumed. In recent
work, Chomsky refers to iii) as internal merge, as opposed to external merge for (i)
and (ii), stressing that the possibility of movement simply follows from Merge
(Chomsky 2001a). One could also say that the distinction is between (first-time)
merge and remerge (that is, Merge again). The first, merge, is inevitably external.
But is remerge always internal? Standardly, this is tacitly assumed. However, it
does not in any way follow from the definition of Merge, or from the boundary
conditions mentioned so far. This will become clear in a moment.

The essence of Merge is that it is structure-building. It combines units into a
larger unit, which then constitutes a new root. In accordance with the two usual
boundary conditions, it combines two distinct syntactic objects (say, A and B)
into a new, larger unit (C), which, by definition, is then also a syntactic object. Let
us notate this as Merge (A, B) — C, which is an operation resulting in the possible
representation [c A B]. If we go on merging C with an external D (lexical or
complex), we create another syntactic object, call it E: Merge (D, C) — E, resulting
in [g D [c A B]]. If instead we merge a term of C, say B, with the root C again, we
create a movement configuration by internal remerge: Merge (B, C) — E, giving
[e B [c A B]], where B has now two sisters (that is, Merge-mates), namely both A
and C. We are used to calling the lowest B a copy, but this is misleading: Nothing
in the syntactic system distinguishes the two Bs in the representation (unless
further, complicating assumptions are made). In fact, there is no second B to
begin with. There is just one B that is involved in two relationships created by
Merge. The two Bs are an artifact of the representation. A less misleading way of
representing the result of the two mergers under discussion is the multi-
dominance representation in (3), although it has the disadvantage of being
graphically a little awkward. Notice that we can picture B in its first-merge
position, in its Spell-Out position, or in fact anywhere else on the paper:

(3) Merge (A, B)—C E E
Merge (B, C) — E

C B/ C

A B A

See also Epstein et al. (1998), Starke (2001), Gértner (2002), Zhang (2004), and
Frampton (2004), among others, for further arguments against the copying view
of displacement.! For earlier discussion of similar ideas, see Sampson (1975),
Karlgren (1976), McCawley (1982), Peters & Richie (1982), Engdahl (1986), Huck
& Ojeda (1987), Blevins (1990). What should be clear is that the assumption of

1 From a completely different perspective, Karttunen & Kay (1985) warn that the amount of
computational effort that goes into producing copies is much greater than the cost of
“unification” (that is, multidominance) when a graph is being parsed. For this reason, they
advocate structure sharing.
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copies would require theoretical machinery in addition to the operation Merge
per se. A different matter is how the phonological interface interprets the result in
(3); this will be discussed in detail in section 3.

Movement, as we saw, involves remerge, that is, a syntactic object that has been
merged before, is merged again. If a previously merged object a is selected as
input for Merge, and if the other input object is the root R from which o has been
selected, this instance of remerge can be called internal. However, as announced
before, this does not exhaust the possibilities: o can in principle be remerged with
an independent syntactic object, that is, an object that is not R and not embedded
in R. This is what I will call external remerge; see (4).2

(4) For some constituent oo embedded in root R:
a.  internal remerge =4ef remerge o with R;

b.  external remerge =4.f remerge o outside R
(i.e., with some root f not included in R).

Crucially, there is just one operation Merge; labels such as internal remerge are just
names for the different situations caused by selecting different input objects. This
is expressed in (5):

(®5) Merge (o, ) — y constitutes
a.  first-time merge iff o and P are independent roots before merger;

b.  internal remerge iff B is a root and a is included in B (or the other way
around) before merger;

c.  external remerge iff P is included in some root 5, and o is an
independent root (or the other way around) before merger.

Notice that heads introduced from lexicon or numeration are (trivial) roots before
they are merged. For discussion concerning the strict cycle, I refer to section 2.3..
Although external remerge leads to unconventional structures (see further
below), I must be stressed that the possibility of this operation simply follows
from the combination of two independently motivated options: The selection of
external material as input for Merge (needed for the introduction of lexical
material), and the selection of terms (needed for regular movement); see also de
Vries (2005c) and van Riemsdijk (2006a). It is of course possible to impose stricter
boundary conditions on the input for Merge. For instance, the input could be
restricted to roots. The consequence of this would be that remerge is excluded
altogether (including regular movement). This point of view is defended in

2 Asfar as I know, Barbara Citko, Henk van Riemsdijk, and I myself first published basically
equivalent ideas around 2005, independently of each other, and with somewhat differing
terminology. In fact, it was predated by a remark in Wilder (1999), and of course inspired by
earlier work on interarboreal movement, among others (see further below in the main text).
It is perhaps worth mentioning that Chomsky (2007: 8, fn. 10) does not seem to agree: “[Ex-
ternal remerge] requires new operations and conditions on what counts as a copy”. Further
explanation is lacking, and frankly, I fail to see why this would be so. Moreover, the ob-
jection is invalid from the present perspective, since a copying mechanism was rejected to
begin with.
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Koster (2007), among others.? The grammar would then be more restricted, but at
the cost of an additional rule. If the familiar internal remerge is to be allowed, but
the unorthodox external remerge to be excluded, more specific additional
conditions must be formulated. However, it may be interesting to put off such
stipulations, and allow for remerge in general. Here, I will follow this track, and
explore some of the consequences.

Several possible interpretations of what can now be recognized as external
remerge have been proposed in the literature. These include ‘interarboreal
movement’ (Bobaljik 1995, Bobaljik & Brown 1997), ‘sideward movement’ (Nunes
2001), ‘multidominance/multidomination/multiple dominance” (McCawley
1982, Ojeda 1987, Blevins 1990, Wilder 1999, Chen-Main 2006, Johnson 2007,
Bachrach & Katzir 2009), ‘sharing” (Guimaraes 2004, Chung 2004, de Vries 2005b,
Gracanin-Yuksek 2007), ‘grafting’ (van Riemsdijk 1998, 2006a), and ‘parallel
merge’ (Citko 2005). Furthermore, external remerge is allowed in some way or
another in many theories involving “parallel structures’ (Williams 1978, Goodall
1987, Mu’adz 1991, G. de Vries 1992, Moltmann 1992, Grootveld 1994, te Velde
1997). See also Carnie (2008) for a brief overview. I cannot do justice to all these
proposals, but the two central ideas that are relevant here are pictured in (6).
Notice that (6a) equals (6a"), and (6b) equals (6b"); apparent differences are only
due to the position of the independent two-legged mini-structures on the paper:

©6) a C E b.

C E

A B D

a. C b E C
/\ AN

B D A (Bi/t) D A/ B

In (6a/a’), B is moved to an independent structure. Let us provisionally call this
iMove (short for interstructural movement). This iMove is different from tradi-
tional (rightward or leftward) movement, which involves movement to a
position within or at the top of the same structure. In (6b/b’), B is shared between
two structures. Let us call this mDom (short for a hydraic — that is, multi-rooted
— multiple dominance configuration), which, like internal remerge as in (3),
involves giving up the ‘single mother condition” used in previous frameworks

3 Koster (2007) argues against ‘internal [re]Merge’, and in favor of a generalized application of
pied piping; in the case of displacement, the properties of a gap are pied-piped along the
projection line up to the point where the relevant constituent is base-merged (and
pronounced). This proposal bears resemblance to ideas current in HPSG, and related
frameworks; see, for example, Sag & Fodor (1994). Another take on the issue is put forward
by Blevins (1990), who eliminates movement by treating order as completely independent
from hierarchical structure; this is inspired by earlier work by Sampson (1975) and Mc-
Cawley (1968, 1982).
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(see Sampson 1975); in a derivational framework, it also involves giving up the
‘single root condition” — at least during the derivation (see further section 2.3).
However, if structures are derived by Merge, all representations in (6) are
derived by the following two applications of Merge:

(7 a.  Merge (A, B)—C
b. Merge (B,D) —» E

In (7a), B is merged with A, which gives C. In (7b), B is remerged with D, which
gives E. Since D is not related to C (the root), the step in (7b) is an instance of
external remerge. Thus, the perhaps surprising conclusion must be that it is only
the notation that suggests a difference between iMove and mDom, captured as
external remerge: iMove = mDom.

Without further assumptions (such as special properties of copies/traces
and chains, which we must reject a priori until strong independent evidence to
the contrary comes up, pace Nunes 2001 and others), iMove is actually equivalent
to mDom. The representations in (6) are just that: More or less successful repre-
sentations of certain theoretical concepts. What is ‘real’ is that Merge creates basic
relationships between syntactic objects: Grammatical inclusion and grammatical
sisterhood (see section 4 for further discussion). A graph that represents such
relationships has no independent theoretical status. See also de Vries (2009b) on
the issue of notation in syntax, including an unorthodox proposal. Furthermore, I
would like to stress that multidominance is independent of multidimensionality
(e.g., ‘3D grammar’), despite some suggestive descriptions in the literature. An
additional syntactic dimension, in my view, would imply the assumption of an
additional basic relationship (next to dominance or sisterhood); see also Groot-
veld (1994).4

In (7), there is only one B, and this B is engaged in two basic “triads’, if I
may borrow an expression from Koster (2007). A triad is the minimum amount of
structure, equivalent to what is created by one instance of Merge. Thus, Merge (a,
B) — v relates o, p and y such that a and B are directly included in y, and a is the
grammatical sister of B. The advantage of using multidominance graphs as in (6)
is that they represent the fact that some node (here, B) is involved in a double set
of basic relationships, without suggesting that this node itself is magically multi-
plied. The mDom notation, therefore, can be used to represent remerge in gener-
al, and I will stick to it in the remainder of this article.

2.2. Potential Examples of External Remerge

In section 2.3, I will address the status of the strict cycle and some other
theoretical issues, but first let me provide some concrete examples of sentence

4 Such proposals exist for both parenthesis and coordination (see also de Vries 2005a, 2007,
2009b for discussion and further references, some of which are mentioned in the main text).
Strict definitions aside, it seems clear that all four combinations of [+3D] and [tmDom)]
occur: There are “parallel structures” with and without ‘sharing’, and there may be remerge
in regular hypotactic configurations as well. See the next subsection for some examples of
the <+, +> pattern.
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structures that may involve external remerge.
A by now almost classic case is RNR (or backward conjunction reduction).
A simple example is provided in (8):

(8) John admires __, but Jill hates Bush.

The implied object in the first conjunct is Bush. McCawley (1982) proposed that
this construction can be analyzed by allowing a constituent to be shared between
two conjuncts, as is depicted in (9) — my example, with a simplified sentence
structure for expository purposes. Here, the object Bush is dominated by both
verb phrases:

©) S

/\
N|P NP
John V Jill v NP

admires hates Bush

Although it is has not remained uncontested (see Postal 1998, Sabbagh 2007, Ha
2008a, 2008b), the idea of applying multidominance to RNR has been picked up
and defended by several authors, for instance, Ojeda (1987), G. de Vries (1992),
Wilder (1999, 2008), Chung (2004), de Vries (2005b), Chen-Main (2006), Johnson
(2007), Kluck (2007, 2009), Bachrach & Katzir (2009), and Kluck & de Vries (to
appear). Even though it is cast in different frameworks and stages of general
syntactic theory, the basic idea is still the same. From the present perspective, we
would say that the derivation of (9) involves merger of the NP Bush with one of
the verbs, and then it remerges with the other verb.> Temporarily, this leads to a
doubly-rooted structure, but since the two conjuncts are united at the top, the
problem is resolved. (I will return to this.)

The reason for treating RNR in this special way is that it behaves
differently from forward ellipsis/deletion, and also from regular movement and
extraposition. For instance, RNR is apparently insensitive to island conditions
(see Neijt 1979 and Hartmann 2000, among others; see also below), and it is im-
mune to the Head condition on remnants (Fiengo 1974, Wilder 1997). Both pro-
perties fall out naturally from a multidominance approach. Trivially, since there
is no ellipsis, there are no remnants, so the head condition does not apply, as

5 A concern for a theory in which an argument can be shared is that the relevant DP is
assigned a theta-role twice (or more). It is conceivable that this is only allowed if these theta-
roles are identical. Indeed, it is hard to imagine acceptable instances of RNR involving
semantically different types of arguments. Thus, the matching effect induced by structure
sharing may in fact serve as an explanation of certain parallelism requirements in reduced
coordinated clauses. Notice that the situation is different in amalgams (see below); here,
what is shared functions as a predicate in the interrupting clause, so the issue of a double
theta-role does not arise (Kluck, in progress).
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required. Furthermore, no matter how deeply embedded the shared constituent
is (here, the NP Bush), it is locally related to each sister (here, the two verbs). That
is, the multidominance connection creates a kind of bypass (see also section 2.4).
For more discussion concerning RNR per se, see Kluck & de Vries (to appear) and
the references mentioned.

Other constructions that qualify for external remerge are wh-amalgams and
cleft-amalgams, as discussed in Guimardes (2004) and Kluck (2008), based on
earlier work in Lakoff (1974), van Riemsdijk (1998), and Tsubomoto & Whitman
(2000) — pace Zwart (2006b) and Grosu (2006). These are illustrated in (10a) and
(10b), respectively.

(10) a.  Jack gave [you will never guess which girl] a flower.
b.  Jack gave [I think it was his girlfriend] a flower.

Here, the interrupting clause between brackets gives rise to a bracketing paradox,
since the content kernel in italics is also part of the main clause. A multidominance
solution to this problem is informally sketched in (11):

(11) [ interrupting clause (-]

main clause » content kernel (...

The content kernel is dominated by a projection of the main clause as well as the
interrupting clause. The latter is inserted as a parenthetical in the main clause
(Kluck, in progress, contra Guimardes 2004; see also de Vries 2009b). The details
need not concern us here; what is relevant is that the shared constituent needs to
be externally remerged.

Another construction that has been argued to involve sharing is Across-
the-Board (ATB) movement; see Williams (1978), Goodall (1987), Citko (2005),
Mayr & Schmitt (2009), among others. A standard example is (12):

(12) Which man does John admire ___ but Bill hate ___?
The idea is that prior to wh-movement the relevant constituent (here, the object

which man) is shared between positions within two or more conjoined clauses
(IPs); see (13):
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(13) CP

CoP
/\
Co’
/\
Co IP
A /\ but
John I I
B111
admire
hate
whzch man

This structure is derived by externally remerging the object from one VP to the
other; after that, both conjuncts are completed and joined by means of a coordi-
nation phrase;¢ finally, the CP level is added, and regular wh-movement takes
place. Thus, the ATB-construction combines external and internal remerge. In
section 3 it is discussed how it must be linearized.

Let me list some further, interesting proposals that involve externally re-
merged material (for the record, I am not personally committed to all of these). In
chronological order:

— van Riemsdijk (1998, 2006b) on transparent free relatives, where the content
kernel (the predicate) of the TFR is shared with the matrix (he also suggests
a similar approach to internally headed relative clauses;

— Nunes (2001, 2004) on parasitic gap constructions, where the wh-constituent
is ‘sideward moved’ before fronting;

— van Riemsdijk (2001a) on wh-prefixes, where the wh-word is shared
between the matrix and the ‘prefix’ (for instance, “God knows who...”);

— van Riemsdijk (2001b) on bracketing paradoxes as in a far from simple matter,
where the adjective is part of two different trees;

— van Riemsdijk (2006b) on regular free relatives, where there is sharing of
the wh-operator between the matrix and the subordinate clause (the
purpose of this is to explain Case matching effects).

— Henderson (2007) on relative clauses, where there is sideward movement
of the head NP between the relative clause and the matrix;

6 For discussion and references concerning coordination per se, see de Vries (2005a).
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— Gracanin-Yuksek (2007) on coordinated wh-constructions, where there is
‘bulk sharing’ after the wh-constituents;

— Meinunger (2008) on bracketing paradoxes in certain complex numerals;

— Heringa (2009, in progress) on appositional constructions, where the appo-
sitional core is shared between a parenthetical position and a position in
the matrix;

Whether each individual analysis of a particular phenomenon just men-
tioned will eventually be embraced or discarded does not matter for the purpose
of this article. The point is that there is a by now substantial body of literature on
structures involving external remerge. This in itself justifies a closer look at the
formal properties of sharing, and the problem of linearization in comparison
with regular movement.

2.3. The Strict Cycle

The possibility of remerge raises questions about the course derivations can take.
In this respect, consider the so-called extension condition, also known as strict
cyclicity (Chomsky 1995: 190, 327). Since Merge is structure-building and not
structure-changing, counter-cyclic merge or remerge is simply impossible. Basical-
ly, Merge (X, Y) combines X and Y but leaves the internal structure of X and Y
intact. This is worked out in some more detail in (14) and (15), for merge and
remerge, respectively. In each case, the projection E is created, but E is not the
new root. Instead, E is inserted as the daughter of C, and the original direct
inclusion relationship between C and A in (14a) and (15a), and the one between C
and B in (14b) and (15b) is destroyed. In each example, the original existence of [c
A B] is the result of a previous instance of Merge.

(14) a. (i) Merge (D, [c ABJ) —//— [c[eDA]B]

(ii) [cAB]and Merge (D,A) —//— [c[eDA]B]

b. (i) Merge (D, [cAB]) —//— [cA[eDB]]

(i) [cAB]and Merge(D,B) —//— [cA[eDB]]

y C C C

D, /\ =//=> /\ or /\
o 2 A B A K
................. /\ /\
D A D B

(15) a. (i) Merge (B, [c A B]) —//—[c[eBA]B] (mDom of B)
(ii) [c A B] and Merge (B, A) —//—[c[eBA]B] (mDom of B)
b. (i) Merge (V,[c A [s U V]]) —//—[cA[eV [8UV]](mDom of V)
(ii) [cA[sU V]] and Merge (V,B) —//—[c A [e V [ U V]](mDom of V)
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(15a)

U v

Clearly, if this were possible, it would be an undesirable complication of the
theory. A similar reasoning can be found in Chomsky (2005), who introduces the
no-tampering condition. The no-tampering condition can be considered a derived
consequence of the system. It need not be an independent principle of grammar,
since tampering is simply not what Merge does, at least not from the most
minimalist perspective.” That said, the reader may have noticed that instances of
external remerge may eventually lead to structures that seemingly involve
tampering. I will come back to this shortly.

Now we know what the mergers as in (14) in (15) do not lead to, let us
consider which structures they do create. The mergers in (16a-b) are familiar, as
they involve merge or remerge at the root. The option in (16c) constitutes external
remerge, which leads to a doubly-rooted graph:

(16) a. Merge (D, [c A B]) — [eDJ[cAB]]
(regular first-time merge)
b.  Merge (B, [c A B)]) — [eB[cAB]]
(reg. internal remerge: mDom of B)
C. [c AB]and Merge (D, A) — [cAB]and [zD A]

(reg. external remerge: mDom of A)

7 However, Chomsky (2000: 137), following Richards (1999), leaves open the possibility of
‘tucking in” for ‘third Merge’, which would be a clear violation of the extension principle.
The reason that this might be allowed is that it does not change the relationships of a head
with respect to its complement and first specifier. Obviously, it does change basic
relationships with and between projections of the head. It seems to me that in the absence of
overwhelming evidence for tucking in, such a complication of Merge must be rejected.
Merge, in its simplest definition, operates on syntactic objects, regardless their internal
structure and projection status, creating lasting basic relationships between the input objects
and the output object. See also section 4.
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(16a) D »/C\ => /E\
A B D /C\
A B
(16b) > C E
VAN =>
A .-B C
,,,,,,,,,, < .
(16¢) C E C
=>
D ........ » A B m

For completeness’ sake, note that (16a) replaces (14a-b.i), (16b) replaces (15a.i),
and (16c) replaces (14a.ii). The mergers in (15b.i) and (14b.ii) also involve regular
internal and external remerge, respectively, and the actual resulting structures
can be compared to (16b) and (16c), only then remerge concerns the other sister.

The problematic cases are the mergers in (15a.ii) and (15b.ii), which involve
remerge with a non-root (namely, in (15a.ii), the term B is remerged with the
term A; similarly, both V and B are embedded in (15b.ii)). The result cannot be
structure-changing, as in (15), but instead an additional root node will be created,
comparable to what happens in (16¢). Consider a slightly more sophisticated and
illustrative example. In (17), the problematic instance of Merge is accompanied
by an exclamation mark. The first merger between brackets is a preparatory sub-
derivation. The mergers in grey are a vain attempt to correctly finish the offen-
sive structure.

17) (Merge (B,v)—F) B (to be excluded)
Merge (A, B) —» C I
Merge (D, C) - E J H G
Merge (F, E) - G PN
! Merge (A, B) =] F E
A
I B v D C

Here, A is remerged with the embedded f; this automatically leads to a tempo-
rary second root, J. The reason is that Merge by definition creates a new pro-
jection. (The same would apply if A were remerged with F itself, which is also
embedded, namely in G.) Eventually, the two temporary roots can be combined
into a final single root R, with possible additional material in between (such as
H). One could call this ‘quirky internal remerge’ — internal, since no new
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material is selected; quirky, because movement to an embedded position is nor-
mally considered ungrammatical. Furthermore, even if it were grammatical, the
then intended string of abstract terminals is /H A By D B/, but I do not see how
this could possibly be read off the structure. I conclude that the theoretical possi-
bility of quirky internal remerge somehow needs to be excluded.

There is a counterpart of the above that we could call ‘quirky external
remerge’, which involves remerge with an embedded position in another
structure; see (18):

(18) (Merge (D,E) —F) R (to be excluded)
Merge (A, B) - C
' Merge (E,A) -G H
Merge (F, G) - H : -
D E A B

Here, A, which is a term of C, is externally remerged with E, which is embedded
in the independently created F. As a result, a third temporary root, namely G, is
created. Eventually, everything can be combined in one final root R, with
possible additional material in between. The problem is that so far, I have not
been able to come up with a realistic linguistic interpretation of (18). Moreover,
like (17), it is clearly against the spirit of the extension condition, even though it
does not involve ‘tampering’ in the strict sense.

Is there a plausible way to exclude both (17) and (18) at the same time? It
seems to me that there is, but of course there is a theoretical cost to this, namely
in the form of an explicit condition on the input for Merge. What (17) and (18)
have in common is that at some crucial point of the derivation both input objects
for Merge are terms and not roots (at that stage). A formal condition preventing
this can be formulated as follows:

(19) Root condition:

If a and B are selected as input for Merge, then a or p (or both) must be a
root.

There is a clear rationale for this condition. Consider (17) and (18) again. In both
cases, the offensive instance of Merge creates an additional root where none was
before. But this is not what Merge is for, from a functional perspective. Merge is
essentially a combinatory device: it combines lexical items until a final single-
rooted structure is created, which can then be pronounced. Bearing in mind that
every lexical item itself is a root (of a trivial structure), Merge does the following;:

A. If two lexical items are merged, the result is that the number of roots is
reduced by one. Namely, after Merge (A, B) — C, where A and B are lexical
items, the new root is C, and A and B have become terms of C.
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B. For every other instance of first-time merge (which may involve complex
items), the number of roots is reduced by one.

C. For regular internal remerge, the number of roots stays the same. Namely,
if some term A (which is not a root) is remerged with the root R;, Ri be-
comes a term of the new root Ri+1, and A is still embedded.

D. For regular external remerge, the number of roots stays the same. Namely,
if some term A of root X is remerged with an independent root R;, the
result is that a new root R+ is created of which R; is now a term. X remains
aroot, and A remains a term. So we start out with two roots (X and R;), and
end up with two roots (X and Ri+1).

E. For quirky internal remerge, the number of roots is enlarged by one.
Namely, if some term A of root X is remerged with another term B of X, a
new root R is created. Before merger, only X is a root; after merger, X and R
are roots.

F. For quirky external remerge, the number of roots is also enlarged by one.
Namely, if some term A of root X is remerged with some term B of another
root Y, a new root R is created, and X and Y remain roots.

Thus, first-time merge is the best way to proceed towards the goal of creating a
single-rooted structure. Internal and external remerge are a necessary compli-
cation that causes some delay: The number of roots stays the same. But quirky
internal/external remerge is completely counterproductive from this perspective,
and must therefore be excluded. This insight is formalized in (20):

(20)  No proliferation of roots condition

If the derivation proceeds from stage i to i+1 through Merge (a, f) — v, then
| {xe {a, B, y}: xis a root at stage i+1} | < | {xe {0, B}: x is a root at stage i} |.

Informally stated: Upon Merge, the number of roots may not become larger.

The effect of (20) is completely equivalent to that of (19), so there are no
two conditions, but just one that can be formalized in different ways, depending
on the perspective. It is worth noting that there is a third way of looking at the
root condition: one could conjecture that a derivation is always “active at the
top’.? Selecting a term is harmless as long as a root is involved as well. In the case
of external remerge, the attention shifts from one structure to another. Quirky
remerge does not involve any root in the input, and is therefore excluded.

The attentive reader will have noticed that quirky remerge was not
included under the definition of internal/external remerge from the beginning —
recall (4) and (5) —, and I will no longer consider it.

2.4. Remerge: A Discussion of Look-Ahead, Hydras, and Locality

Let us take RNR as a relevant example of a construction whose derivation

8 This could also be taken as a rationale for Merge-over-Move effects, to the extent that these
are real (see, e.g., Castillo, Drury & Grohmann, in press for an overview.).

9 Compare also Collin’s (2002) “Locus Principle’ (bearing on Chomsky’s ideas about feature
activity), which has largely the same effect, although it is not equivalent.
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involves external remerge. A simple sentence such as (21), which is similar to (9)
above, can be derived in the following way:

(21) Mary likes ___, and Jack hates cars.

la  Merge (likes, cars) — [likes cars]

1b  Merge (hates, cars) — [hates cars]

2a  Merge (Mary, [likes cars]) — [Mary [likes cars]]

2b  Merge (Jack, [hates cars]) — [Jack [hates cars]]

3 Merge (and, [Jack [hates cars]]) — [and [Jack [likes cars]]]
(

Merge ([Mary [likes cars]], [and [Jack [likes cars]]]) —
[[Mary [likes cars]] [and [Jack [hates cars]]]]

Here, step 1b involves external remerge of the direct object cars. During step 2a,
2b, and 3, the structure is doubly-rooted. Step 4 accomplishes a union into a
single-rooted structure. Notice that there is no proliferation of roots at any step.
In step 1b, we merge one root, [hates], with one term, [cars], and create one new
root, [hates cars] — as merge always does. From the perspective of a syntactic
workspace that initially contains all activated lexical items required for a parti-
cular derivation, we obtain the same result. In 1b, we start out with five roots,
namely [Mary], [likes cars], [and], [Jack], and [hates], and we also end up with
five roots: [Mary], [likes cars], [and], [Jack], and [hates cars].

A number of other things are worth discussing. First, consider the order of
mergers. The derivation in (21) seems to suggest that we start out merging cars in
the first conjunct, and remerge it in the second. However, before the two clauses
are conjoined, there is no first and second conjunct: The order between them (or
their respective terms) is only established later in the derivation. Are we dealing
with an instance of look-ahead here? By no means. It is of no importance
whatsoever with which verb cars is merged first. The sequence of mergers in
la/b and 2a/b can be switched around at will. Either permutation (1la-1b-2a-2b,
1b-1a-2a-2b, la-1b-2b-2a, or 1b-1a-2b-2a) leads to the same result. Therefore, it
is impossible to tell which occurrence of cars — the one in the first conjunct, or
the one in the second conjunct — is the original and which is the copy. As we
said before, there are no copies, just relations. And there should be no need for
pre-destination in syntax. It is for PF to decide where cars is to be pronounced,
independently of how syntax arrived at the structure under consideration. Thus,
if a particular structure has more than one possible derivational history, it should
be pronounced the same in either case.
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The absence of look-ahead implies that every instance of Merge must be
motivated in some way or another. It does not imply that every structure that can
be derived by Merge is interpretable at the PF/LF-interface. It is easy to think of
licit derivations that are still uninterpretable in the end, that is, incomplete in
some sense. For instance, a relevant feature could still be unvalued. Therefore,
some possible derivations will survive at the interface, and some will not. This is
not the consequence of look-ahead, even though it might seem so from the
perspective of a surviving derivation. Within narrow syntax, Merge is an autono-
mous operation.

Turning back to the case of external remerge, we have noticed that it
creates a multi-rooted structure (a ‘hydra’ or ‘forest’). The particular step of
Merge itself may very well be motivated: In example (21), the verb hates selects a
direct object. However, the existence of more than one root is problematic for the
linearization procedure at PF (see below for details). So it is convenient that the
two clauses are conjoined at a later stage, which resolves the problem. We can
derive a heuristic from this: Every instance of external remerge must be compensated
by a joining operation later in the derivation (surely, this need not be coordination; it
can also be parenthetical insertion or subordination). Such a heuristic may
suggest look-ahead, but that is misleading. Obviously, the system itself has no
meta-modular analytical intelligence. The preferred derivation will survive as
long as both the instance of external remerge and the compensating joining
instance of Merge are independently motivated within narrow syntax.

Consider the hydraic configuration in (22), where a is the sister of both f;
and B2 due to external remerge. The structure projects up to R; and Ro.

(22) Rl R2

Y1 Y2
B B2

o

AN

If this structure is sent to PF, how could it be linearized? The answer is that it
could not at all. The reason is that the linearization procedure does not know
where to start. And even if it randomly chooses one of the roots to be analyzed
first, it is intuitively clear that no order between y1 and y> can be established. With
special additional assumptions, this may be resolved, but not in such a way that
the order between the terminals remains invariant with respect to the choice of
“tirst root’. The two options here are the following: If R; is the root taking priority,
the string of terminals will have to be /y1 y2 a B2 P1/; if Rz is the root taking
priority, the string of terminals will have to be /y2 y1 a B1 B2/. Clearly then, an
asymmetry between the two (or more) temporary roots must be established: one
is to be recognized as the matrix, the other as the secondary structure (a ‘graft’,
using van Riemsdijk’s terminology). The way to do this is to combine them in
syntax. As a consequence, a graft cannot only involve sharing with a constituent
of the matrix, the top of the graft must also be syntactically connected to the
matrix (pace van Riemsdijk 1998, 2006). As I see it, the top connection is not only
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required because of PF demands, it also makes sense from a semantic and
syntactic perspective. Namely, the way the graft is connected to the matrix
determines the relationship between them. For instance, a graft can be a second
conjunct, as in (21), or a parenthetical-like insertion, as in cleft-amalgams (10b), or
perhaps even a subordinated phrase, as in parasitic gap constructions.

Next, let us turn to the issue of locality. In section 2.2., it was mentioned
that RNR-constructions are insensitive to locality conditions, contrary to wh-
movement constructions, for instance. This is illustrated in (23), where the
dependency crosses (or seems to cross) the boundary of a complex noun phrase
(with (23a) RNR and (23b) wh-movement our of a relative clause):

(23) a. Mary likes [men who SELL ___ ], but she hates [men who BUY cars].
b. *What does Mary like [men who sell ___]?

External remerge, we said, creates a structural bypass. Let us see in a little more
detail why this is so. Below, the derivation passes through the stages (24a-c).

(24) a. 'Yl ’Yz

b. Sl

S,

N

cee (p2

0
VNN
. Yo
BW&
Co

Y
1

/P>\

Sy Co

AT A

01 " 02

NN

S 71 72

B P2 a
1

B B2 a

In (24), the constituent o is externally remerged. As no locality boundary is
involved, yet, we will assume that this is unproblematic. In (24b), both spines of
the structure are expanded by regular Merge up to S; and S,. During this process,
the locality boundaries ¢; and ¢ are created. In (24c), S; and S, are united in a
coordination phrase. The end result gives the impression that a’s relationship to
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both B1 and B2 crosses the locality boundary ¢. However, this is in fact not the
case: o is locally related to B: and f» in step (24a). Whatever happens sub-
sequently to this step cannot undo this local relationship. Put differently, the fact
that B1 and > are not in the same local domain does not imply that some o cannot
be locally related to both. This is the surprising consequence of external remerge.

If external remerge can create apparent locality violations in RNR, we may
predict non-local behavior to show up in other types of sharing constructions as
well. As far as I am aware, this has never been tested. I would like to claim that
examples of this kind can indeed be construed. A relevant illustration in Dutch is
a complex cleft-amalgam as in (25), where the parenthetical is to be interpreted as
de re. The content kernel is italicized. Notice that a correct intonation is important:
right before the dash, the pitch lingers relatively high in order to create a sense of
expectation, the amalgam is pronounced relatively fast, and the content kernel is
stressed.

(25) Dutch
Joop kuste toen — Piet beweerde dat hij iemand kende die zei
Joop kissed then Piet claimed  that he someone knew who said

dat het Mieke was.

that it Mieke  was

“Then, Joop kissed — Piet claimed that he knew someone who said that it
was Mieke.’

Within the amalgam, Mieke is embedded in a complex noun phrase. If it is true
that Mieke is at the same time part of the matrix (namely, as a direct object), there
seems to be a locality problem. But this is only apparently so, and the solution is
similar to the one sketched above for RNR. For more examples (in English), see
de Vries (2009Db).

Does the possibility of bypassing locality boundaries not endanger our
theory of locality for regular movement constructions? I do not think this is the
case. Consider the following configuration:

(26) R (to be excluded)

In (26), the phrase a is first-merged with B, and internally remerged with vy. If ¢
constitutes a locality boundary, the derivation is to be excluded. One way to do
this is to make the selection of syntactic objects sensitive to structural distance.
Thus, selecting a term as input for Merge is allowed as long as it is not too far
embedded (where too far may be category-sensitive). From the perspective of
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phase theory, if ¢ is a phase boundary, then it seals off its components for further
computation. Thus, if the derivation in (26) has reached vy, a cannot be selected
anymore since it is embedded in ¢. Furthermore, a derivational bypass cannot be
established, either: a cannot be externally remerged with y before ¢ is reached for
the simple reason that y does not yet exist at that stage of the derivation. I