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The relation between spatial vision and spatial language has always been a 
source of controversy. Three problems can be identified as in need of a 
solution. A first problem pertains to the nature of the minimal information 
units that make up spatial vision and language. A second problem pertains 
to the ‘dynamic’ aspects of vision and language, or what visual information 
to and similar adpositions correspond to. A third problem pertains to how 
these different types of information are related one another, and what is the 
status of this ‘interface’, especially within a broader theory of language and 
cognition. The solution proposed here consists in a formal (model-theoretic) 
treatment of visual and linguistic information, both static and dynamic, that 
is couched within (a simplified form of) Discourse Representation Theory. It is 
shown that this solution is consistent with general theories of cognition and 
may shed some (novel) light on the nature of the FLN/FLB distinction.  
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1. Introduction: What We Talk about, When We talk about Space 
 
In this paper, I shall address the problem of the vision–language interface: 
Informally, what is the exact relation between ‘what we see’ and ‘what we say’, 
(or: “How much space gets into language?”; Bierwisch 1996: 7). This problem can 
be formulated via the following (and slightly different) global research question:  
 
Q–A: What is the relation between vision and language? 
 
I shall suggest that the problem of the vision–language interface and its nature is 
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not much a problem of ‘quantity’ but ‘quality’: In order to solve this problem, we 
need to address not ‘how much’ information belonging to spatial representations 
(“what we see”) finds its way in language (and vice versa), but ‘how’ this process 
comes by and how it is possible that visual information can be realized in 
language in a rather flexible way. I shall argue that in order to understand how 
sentences such as (1) and (2) can convey non-linguistic spatial information, we 
need to understand how the relation between “what we see” and “what we say” 
comes about in the first place. 
 
(1) Mario sits in front of the chimney. 

(2) Mario has gone to the rugby match. 
 
 This problem can be solved by a divide et impera research strategy. I shall 
first split the problem in three smaller problems (the divide part), and solve each 
of them, integrating these solutions in a ‘global’ solution (the impera part). The 
three problems that constitute our central problem are the following.  
 First, we have a foundational problem, since previous proposals in the 
literature make different assumptions on the nature of “what we see’” and “what 
we say”. Some assume that language expresses only shapes of objects (as nouns) 
and geometrical configurations (as adpositions) (e.g., Landau & Jackendoff 1993); 
others that we directly express perceptual information “as we see it”, without an 
intermediate level of processing (i.e. language, e.g., Coventry & Garrod 2004). 
Hence, we don’t have a clear (theoretical) picture regarding spatial vision and 
spatial language, and to what extent they are distinct modules of cognition, let 
alone a strong, clear theory of their interface. 
 Second, we have a descriptive and logical problem, since previous proposals 
only cover inherently “static” aspects of space, but not “dynamic” aspects. Infor-
mally, these theories can account where things are, but not where things are going. 
Hence, we do not know what visual information adpositions such as to and from 
stand for, nor whether this information should be considered as “spatial’” or not. 
 Third, we have a theoretical and a philosophical problem, since we must 
define a novel theory that is built upon the solutions to the first and second 
problem and can explain all the data. Then we must assess the consequences of 
this theory with respect to a broader theory of vision and language as part of cog-
nition, and their unique aspects — or: What information (and properties thereof) 
is found in vision but not in language, and vice versa. 
 These three ‘smaller’ problems can be reformulated as the following re-
search questions: 
 
RQ1: What do we know so far from the past literature, regarding spatial vision, language 

and their interface? 

RQ2: What further bits of spatial knowledge must be included in our models of (spatial) 
vision and language, and which formal tools used to properly treat these bits? 

RQ3: What is the nature of the vision–language interface, and which aspects are unique 
to language? 
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Anticipating matters a bit, I shall propose the following answers. First, we know 
that previous literature tells us that (spatial) vision and language express internal 
models of objects and their possible spatial relations, and that nouns and adpo-
sitions respectively represent objects and possible relations in language. Second, 
we must include any type of relations in our models of vision and language, inso-
far as they allow establishing a relation between entities, since the emergent no-
tion of ‘space’ we will obtain from our discussion is quite an abstract one. Hence, 
we can use a model-theoretic approach, such as Discourse Representation Theory 
(DRT; Kamp et al. 2005), to aptly represent these models. Third, the vision–
language interface consists of the conscious processes by which we may match 
visual representations with linguistic ones and vice versa, though some linguistic 
representations do not represent visual objects, rather ‘processes’ by which we 
may reason about these visual objects. Consequently, vision and language can be 
represented as distinct models sharing the same ‘logical structure’, which may be 
connected or ‘interfaced’ via an opportune set of functions, representing top-
down processes by which we may (consciously) evaluate whether what we see 
accurately describes what we say (or hear), but need not to do so. 
 This paper is organized as follows. In section 2, I introduce some basic 
notions and review previous proposals, offering an answer to the first research 
question. In section 3, I review theories of ‘static’ and ‘dynamic’ object recog-
nition, and propose a model-theoretic approach to vision; I then focus on lang-
uage and offer a DRT treatment of spatial language. In section 4, I integrate the 
two proposals in a novel theory of the vision–language interface and offer empi-
rical evidence in support of this theory; I then focus on some of the broader con-
squences of the theory, by sketching an analysis of what properties emerge as 
unique to language from my theory, thus suggesting a somewhat novel pers-
pective to the nature of the narrow faculty of language (FLN; Hauser et al. 2002, 
Fitch et al. 2005). In section 5, I finally offer my conclusions. 
 
 
2. The Relation between Spatial Vision and Language 
 
In this section I shall outline notions of spatial vision and language (section 2.1) 
and review previous approaches to their interface, consequently offering the first 
research answer (section 2.2). 
 
2.1. Basic Notions of Space 
 
Our daily life experiences occur in space and time,1 as we navigate our environ-
ment by analyzing spatial relations between objects. A basic assumption, in cog-
nitive science, is that we do so by processing (mostly) visual information about 
such objects and their relations as they may evolve over time, e.g., a toy which is 
                                                        
    1 Here and throughout the paper, I shall focus my attention (and use of labels) to ‘space’, 

although it would be more accurate to think of our topic as being about spatio-temporal 
vision and language, i.e. how we process location and change of location of objects. I hope 
that the lack of precision will not confuse the reader, and thank an anonymous reader for 
suggesting this precís. 
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on top of a table, and that we internally represent this information via a corres-
ponding mental ‘model’ (e.g., Craik 1943, Johnson-Laird 1983, 1992, O’Keefe & 
Nadel 1978).  
 Another basic assumption is that, when we share this information with 
other fellow human beings (i.e. when we speak), we do so by defining a sub-
model of space in which one object acts as the ‘center’ of the system, as in (3): 
 
(3) The toy is on top of the table. 
 
With a sentence such as (3), we convey a state of affairs in which, informally, we 
take the table as the origin of the reference system, take one portion of the table 
(its top) and assert for the toy to be more or less located in this ‘area’ (Talmy 1978, 
2000). Our cognition of space is thus (mostly) based on the information processed 
and exchanged between our vision2 module (“what we see”) and our language 
module (“what we say”). It is also based on an emerging type of information, the 
structural relations that may be defined between these two modules, our ability 
to integrate together visual and linguistic units (“what we see and what we say”) 
into coherent representations, over time. 
 The exact nature of these types of information, however, is a matter of 
controversy. Some say that spatial vision amounts to information about objects, 
their parts and shape, and the geometrical relations between these objects as 
when an object is on top of another (e.g., Landau & Jackendoff 1993, O’Keefe 
2003). Another series of proposals offers evidence that other aspects, such as 
mechanical interactions (a table supporting a toy) and more abstract properties 
play a crucial role in how we mentally represent space (Coventry & Garrod 2004 
and references therein).  
 We can thus observe that there is a certain tension between ‘narrower’, or 
purely geometrical, approaches and ‘broader’ approaches to both vision and 
language; as a consequence, there is also a certain tension between theories that 
consider spatial vision ‘richer’ than spatial language (e.g., Landau & Jackendoff 
1993), and theories that do not assume such difference, often by simply 
collapsing these two modules into ‘cognition’ (e.g., Coventry & Garrod 2004). We 
thus do not have a clear picture of what information is spatial language, and 
what is spatial vision. 
 The problem of the exact type of spatial information, however, takes an 
even more complex nature when we look at another way in which we process 
spatial information, which can be loosely labeled as ‘change’. Take a sentence 
such as (4): 
 
(4) Mario is going to the rugby stadium. 
 
Intuitively, this sentence describes a state of affairs in which the locatum(s) 
changes position over a certain amount of time of which we are aware. Mario can 

                                                        
    2 The notion of spatial vision and cognition are somewhat interchangeable for most authors. 

In this paper I shall use the term ‘spatial vision’ and ‘spatial language’ to avoid this con-
fusion. Thanks to an anonymous reviewer for pointing me to this issue. 
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start at some unspecified starting point, move for a while, and then stop once 
he’s at his planned destination (the rugby stadium). While there are theories of 
‘dynamic’ vision, or how we keep track of objects changing position, as well as 
theories of ‘dynamic’ language and more specifically adpositions such as to, no 
one has attempted to integrate these theories into a broader theory of spatial 
vision and language, let alone in a theory of the vision–language interface.  
 Another challenge comes from purely linguistic facts, and what kind of 
information is in a sense ‘unique’ to a linguistic level of representation. Take a 
sentence such as (5): 
 
(5) Every boy is going to a rugby field. 
 
In this case, we can have a certain number of boys involved in the corresponding 
state of affairs, and each of them is described as moving in direction of a rugby 
field. Yet, if there are several fields at which the children can arrive (Paul goes to 
Manly’s Oval, Joe to Randwick Field, etc.), the sentence may describe slightly 
different states of affairs, since they informally describe a ‘collection’ of more 
specific relations, and what they have in common. As these facts show, we need 
to take a broader and more flexible perspective in order to address the issue of 
the vision–language interface than the one usually assumed in the literature, as 
well as assessing in detail what elements of previous proposals we can maintain 
in our novel approach. Hence, I am also suggesting that the solution to this prob-
lem will offer us a quite different, but hopefully correct, answer to the ‘problem 
of space’. Before offering this answer, however, I shall review the previous liter-
ature. 
 
2.2. Previous Literature 
 
Previous proposals on the vision–language interface can be divided into a ‘nar-
rower’, geometric approach (or: “spatial language expresses geometric relations”) 
and ‘broader’, ‘functional’ approach (or: “spatial language also expresses extra-
geometrical relations”). One well-known and influential example of the geo-
metric approach is Landau & Jackendoff (1993, henceforth L&J), while a well-
known and influential functional approach is the Functional Geometric Framework 
(FGF; Coventry & Garrod 2004). I will offer a review of both, highlighting their 
features and shortcomings, with respect to the topic of this chapter, starting from 
L&J’s proposal.  
 L&J offer evidence that, at a visual level, objects and their relations are 
captured using “spatial representations”, chiefly expressed by adpositions. Size, 
orientation, curvature and other physical properties all conspire for an object to 
be recognized as more than a sum of its parts: a ‘whole’ entity, or what the object 
is. Whole objects or ‘whats’ can also be related one to another: If we have two 
objects, one will be conceived as a landmark object (or ground), while the other 
will be the ‘located’ entity (or figure; Talmy 1978, 2000). 
 They also argue that the rich and variegated layers of visual-cognitive 
information are processed and then clustered together and associated with ‘con-
ceptual labels’ (or just ‘concepts’) and hierarchically organized within the 
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Conceptual System (CS, Jackendoff 1983, 1990, 1991, 2002), the interface between 
non-linguistic modules and (linguistic) domain of semantics. This proposal and 
further extensions assumes that nouns are the main category representing objects 
in language, whereas adpositions represent spatial representations/relations (e.g., 
van der Zee 2000). In line with other literature, L&J propose that spatial expres-
sions mostly involve ‘count’ nouns, which can be seen as labels for objects with a 
given ‘shape’ (e.g., ‘cylinder’ or the fictional ‘dax’: Carey 1992, 1994, 2001, Soja et 
al. 1992, Bloom 2000, Carey & Xu 2001). Adpositions, on the other hand, are 
argued to express core geometrical properties such as overlapping, distance and 
orientation (e.g., in, in front of; Landau & Stecker 1990, Landau et al. 1992).  
 Recent inter-disciplinary research has shown that the picture is somewhat 
more complex. A rich body of evidence has been accumulated suggesting that 
adpositions can also convey information which is not necessarily geometric in 
nature. Look at the examples: 
 
(6) The book is on the table. 

(7) Mario is beside the table. 

(8)    #The table is beside Mario. 

(9) Mario is taking the moka machine to the kitchen. 
 
If a book is “on” the table (as conveyed by (6)), the table will also act as a mecha-
nical support to the book, that is, it will prevent the book from falling. We can say 
that Mario is “beside” the table (as in (7)), but saying that the table is beside 
Mario will be pragmatically odd (as in (8)):3 Figures tend to be animate entities 
(or at least conceived as such), whereas grounds tend to be inanimate entities.   
 These mechanical properties can also be seen as extra-linguistic or ‘spatial’ 
properties associated to nouns. Informally, if a count noun such as book is asso-
ciated to an object with definite shape, it can (and should) be involved in causal 
physic relations (e.g., support, or containment); cf. Kim & Spelke (1992, 1999), 
Spelke & van der Walle (1993), Spelke et al. (1994), van der Walle & Spelke (1996), 
Spelke & Hespos (2001), Smith et al. (2002), Shutts & Spelke (2004). 
 Dynamic contexts offer similar evidence for the relevance of extra-
geometric information to be relevant. For instance, in a scenario corresponding to 
(9), we will understand that the Moka machine4 brought to the kitchen by Mario 
will reach the kitchen because of Mario’s action (Ullman 1979, 1996, von Hofsten 
et al. 1998, 2000, Scholl 2001, 2007). We will also take for granted that the 
machine’s handle and beak will reach the kitchen as well, as parts of the machine, 
unless some problem arises in the meanwhile. If Mario trips and the Moka 
machine falls mid-way to the kitchen, breaking in many pieces, we may not be 
able to recognize the Moka machine as such (Keil 1989, Smith et al. 1996, Landau 
et al. 1998). Spatial relations, and thus adpositions that express these relations, 
can implicitly capture the (potential) causal relations or affordances between dif-

                                                        
    3 Examples (7) and (8) and related discussion are based on an issue correctly pointed out by 

an anonymous reviewer, whom I thank. 
    4 The traditional Italian machine for espresso coffee. 
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ferent objects (e.g., Landau 1994, 2002. Munnich & Landau 2003).  
 For these reasons, Coventry & Garrod (2004) propose their FGF framework, 
according to which mechanical, geometrical and affordance-oriented properties 
form the mental model or schema (in the sense of Johnson-Laird 1983) of adposi-
tions that we store in long-term memory. This model can be seen as the ‘complete’ 
representation of an adposition’s meaning, which can then only partially corres-
pond to its actual instantiation in an extra-linguistic context (see also Herskovits 
1986).  
 According to this theory, speakers can then judge a sentence including a 
spatial adposition more or less appropriate or felicitous, depending on whether 
the adposition’s content is fully or partially instantiated in an extra linguistic 
scenario (e.g., van der Zee & Slack 2003, Coventry & Garrod 2004, 2005, Carlson 
& van der Zee 2005, Coventry et al. 2009, Mix et al. 2010). Two examples are the 
following: 
 
(10) The painting is on the wall. 

(11) The painting is in the wall. 
 
A sentence such as (10) can be considered more appropriate than (11) when used 
in an extra-linguistic context in which a certain painting is just hanging on the 
wall, but less appropriate when the painting is literally encased in the wall’s 
structure. 
 Other theories take a perspective which is either close to L&J or FGF. Vector 
Grammar Theory (O’Keefe 1996, 2003) treats English adpositions as conveying 
information about vector fields, the graded sequence of vectors representing the 
minimal ‘path’ from ground to figure, and thus conveying purely geometric 
information. Another theory which is based on similar assumptions is the 
Attentional Vector Sum model (AVS; Regier & Carlson 2001, Regier & Zheng 2003, 
Carlson et al. 2003, 2006, Regier et al. 2005). In this theory, ‘vectors’ represent 
features of objects that can attract the speaker’s attention once he interprets a 
spatial sentence, and can thus include mechanical and functional aspects as well 
as environmental (‘reference frames’) information.  
 These theories thus predict that a sentence such as (12), 
 
(12) The lamp is above the chair. 
 
is interpreted as a ‘set of instructions’ that informs us about where to look at, in a 
visual scenario, but they differ with respect to these instructions being purely 
geometrical or not. Furthermore, AVS predicts that above will be considered more 
appropriate if used in an extra-linguistic context in which the lamp is above the 
chair also with respect to three possible systems of orientation or reference 
frames, for example, if the lamp is above the chair with respect to some environ-
mental landmark such as the floor (absolute reference frame), with respect to the 
chair’s top side (intrinsic reference frame), and with respect to the speaker’s ori-
entation (relative reference frame); see e.g. Carlson-Radvansky & Irwin (1994), 
Carlson (1999). 
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 Although the insights from these theories are quite enlightening and 
consistent with various approaches to vision, their approach to language is 
inherently a ‘blurry’ one, as each of these theories says virtually nothing about 
the specific contribution of nouns and adpositions. Since these theories tend to 
reduce language to general cognition, this is not surprising. Aside from this 
problem, no theory really attempts to analyze ‘dynamic’ spatial expressions. The 
same holds for L&J and FGF: Examples such as (4) and adpositions such as to are 
still a mystery, with respect to the vision–language interface. Nevertheless, both 
sides of the debate offer at least two important points regarding the nature of 
spatial vision and spatial language. 
 These aspects form the answer I shall propose to the first research question: 
 
A–1: Previous literature offers a clear mapping between vision and language (L&J), and 

evidence that spatial vision and language express possible relations between 
entities (FGF). 

 
Because of these previous proposals I shall assume, based on the literature on the 
topic, that spatial vision and spatial language are not just about geometrical 
relations, and thus suggest that both modules can express the same ‘amount’ of 
spatial information, although in (quite) different formats. I shall also assume that 
there is one precise, although flexible, correspondence between units of vision 
and units of language. Visual objects find their way in language as nouns, and 
spatial relations as adpositions, at least for English cases I shall discuss here.5 In 
the next section, I shall offer a justification to these assumptions and propose a 
richer theory of spatial vision and language. 
 
 
3. The Nature of Spatial Vision and Language, and a Formal Analysis 
 
In this section I shall offer an analysis of ‘static’ and ‘dynamic’ vision (sections 3.1 
and 3.3), and a logic of vision of these theories (sections 3.2 and 3.4); I shall then 
analyze (specific aspects of) spatial language via DRT (section 3.5). 
 
3.1. Classical and Modern Varieties of Object Recognition 
 
In highly schematic terms, we can say that spatial information is processed via 
visual perception, for most human beings. Light ‘bounces’ off an object and the 
surviving wave-length is processed by the eyes. This information is then trans-
mitted to the optic nerve, to be further processed in various parts of the brain, 
like the primary and secondary visual cortex. Once the perceptual inputs are pro-
cessed, their corresponding (internal) representations become the basic chunks or 
atoms of information processed by higher cognitive functions, such as vision and 
                                                        
    5 A specific language may lack a term for a certain visual object, so the correspondence bet-

ween visual objects and nouns on the one hand, and spatial relations and adpositions on the 
other hand, may be subject to subtle cross-linguistic variation. Informally, if a language has 
a term for a certain visual object, this term will be a noun, syntax-wise: The same holds for 
spatial relations. I thank an anonymous reviewer for bringing my attention to this point.  
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memory. 
 One of the earliest schools of research that attempted to investigate the 
nature and properties of these units of information was the Gestalt school of psy-
chology. This school assumed that our unconscious processes of visual recog-
nition allow us to individuate objects from the background via the following four 
principles: invariance (‘sameness’ of an object), emergence (parts making up a 
whole), reification (interpolation of extra information), and multi-stability (multiple 
‘good’ images of an object). These principles converge into underlying principle 
of Prägnanz or conciseness, our ability to form discrete visual units from different, 
and perhaps contradictory, ‘streams’ of perceptual information. This process may 
not necessarily be ‘veridical’ in nature: If we look at a car in motion and we do 
not notice its radio antenna, we may consider the two objects as one, as long as 
there is no visual cue that they are indeed distinct objects (e.g., the antenna 
breaks and flies away). 
 The Gestalt school’s thrust in the study of invariant properties lost momen-
tum after the end of World War II, until Gibson (1966) re-introduced the study of 
vision as a process of ‘information-processing’ (and integration), which sparked 
the interest of various researchers,6 including David Marr and his model of vision  
which had an ever-lasting influence in vision sciences and in some linguistic liter-
ature (e.g. van der Does & van Lambalgen 2000).  
 Marr’s initial research started from the physiological bases of vision 
(collected in Vaina 1990). His interest slowly shifted from the neurological and 
perceptual facts to cognitive aspects of visual processes, which culminated in 
Marr (1982). The core assumption in Marr’s theory is that vision can be best 
understood and represented as a computational, algebraic model of information 
processing. It is a bottom-up and cognitively impenetrable process, since it is 
mostly realized without the intervention of conscious effort. 
 Marr proposed that any model, and thus any mental process or structure it 
represents, should be defined at three levels of understanding: computational 
(“why” of a model), algorithmic (the “how” of a model), and implementational (the 
“what” of a model). Marr proposed that our vision developed with a perhaps 
very abstract computational nature, that of ‘grouping’ any type of visual infor-
mation (geometric and not) into implementable units, which can be retrieved and 
stored in memory. Regardless of its purposes, Marr proposed that the computa-
tional system of human vision is assumed to have three intermediate levels of 
representation, or ‘sketches’.  
 At the Primal Sketch level, boundaries (‘zero crossings’) and edges are 
computed, so that the continuous stream of perception is partitioned into discrete 
units of attention, or ‘receptive fields’. Photo-receptive cells detect the change of 
light in the receptive fields, and split it in two parts: an ‘on-center’ and an ‘off-
center’. In ‘on-center’ cells, the cell will fire when the center is exposed to light, 
and will not fire when the surround is so exposed. In ‘off-center’ cells, the oppo-
site happens. When both types of cells fire at the same time, they are able to 

                                                        
    6 J.J. Gibson would come to reject his stance in favor of an ‘ecological’ or ‘externalist’ ap-

proach, in Gibson (1979). More information about perceptual and historical aspects can be 
found in Scholl (2001, 2007), Bruce et al. (2004), and Farah (2004), inter alia.  
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represent an entity like an edge, its adjacent ‘empty’ space and the boundary 
between the two partitions. The change of polarity between these two partitions 
is defined as a zero-crossing. A zero-crossing represents change in terms of 
opposed polarities: if an edge is marked as +1 in value, then the adjacent ‘empty’ 
part will have value –1, and a border will be represented as 0, or as a ‘boundary’. 
 At the 2½-D sketch level, these elements are integrated in the computation 
of surfaces and their distance from the observer. For instance, a triangle 
represents three lines whose edges coincide in a certain order, forming a 
connected contour, the triangle itself. Other information, such as depth or 
orientation, is computed via the integration of information about, respectively, 
the distance of the single surfaces from the observer (hence, an egocentric 
perspective), and integrated in a mean value, the normal ‘vector’ from those 
surfaces. Missing information can here be interpolated: If part of the triangle’s 
side is occluded, we may just ‘infer’ it from the orientation of the visible sides. 
 At the 3-D model level, the recognized parts and portions are integrated into 
one coherent whole. At this level, vision becomes an object-centered (or allo-
centric) process, which allows for shape recognition to be viewpoint-invariant. 
The computation of a full 3-D model (object recognition) is crucially based on 
how the computation evolves from the 2½-D sketch to its final level. If the 
various 2½-D sketches can be integrated into a coherent unit, and this computed 
unit matches with a corresponding unit in memory, then the process of ‘object’ 
recognition is successful (see also Marr & Nishihara 1978).  
 Marr’s model, given its algebraic nature, can be informally stated as a 
model in which basic information units or indexes can represent single parts of 
an object: a and b can stand for head and torso of a human figure, represented as 
the index c. If the unification or merging7 of the two more ‘basic’ information 
units a and b into a single unit is identified with a whole, then object recognition 
occurs. Simply put, from head and torso (and other parts) we obtain a human 
figure, a process that can be represented as (a+b)=c, c standing for the human 
figure index.  
 This quite informal exposition should already made clear that two basic 
principles can be identified as being part of spatial vision. One is the need to 
‘chunk’ the perceptual stream into discrete, computational units; and the other 
possibility to ‘merge’ and identify these units in a rather abstract way, which 
allows us to establish part-of relations, according to Marr, among different 
information units. 
 After Marr’s seminal work, theories of object recognition roughly 
distributed between a more representational and a more derivational stance. 
While representational theories stress relations between different objects and 
parts (or, rather, representations thereof), derivational theories stress the 
processes by which these representations come into being. I will start from the 
representational stance, introducing Recognition By Components theory (hence-
forth RBC; Biederman 1987, Hummel & Biederman 1992), probably the most 
influential theory for the representational stance. 

                                                        
    7 Here I use the term ‘merge’ in a pre-theoretic way, but I will offer a more precise definition 

in section 3.3.  



F.-A. Ursini 
 
180 

 RBC offers an approach which is substantially similar to Marr’s original 
proposal, although it is postulated that object recognition occurs via 7 sketches of 
representation, rather than 3. One important difference is that, after the first two 
sketches are computed, each (part of an) object is conceptualized as a geon (gener-
alized ion; Biederman 1987), a primitive shape or visual ‘ur-element’.8 The combi-
nation of various geons allows to define complex forms: For instance, an ice-
cream can be idealized as a semi-sphere connected to a cone, consequently cap-
turing complex relations between the parts they represent. Whenever an object is 
successfully recognized, it can be and stored in memory as a distinct entity 
(Hummel & Stankiewicz 1996, 1998, Stankiewicz & Hummel 1996).  
 An important aspect of RBC is that it addresses how different information 
units are combined together over the time of a computation, a phenomenon 
defined as dynamic binding. Informally, if we recognize a sphere shape a and a 
cone shape b at a(n interval) time t in the computation, their integration as inte-
grated units a+b will occur at a time t+1. In this perspective, object recognition 
can be seen as a dynamic process of binding different units of information 
together, so that ‘new’ objects emerge from this process: By dynamically binding 
edges and lines together in a coherent representation we have surfaces, and by 
dynamically binding surfaces together we have three-dimensional objects, at an 
interval t+n. 
 An alternative view to this representational approach may be exemplified 
by the derivational model H-MAX (short for ‘Hierarchical MAXimization’ of 
input) of Tomaso Poggio and associates (Poggio & Edelman 1990, Riesenhuber & 
Poggio 1999a, 1999b, 2000, 2002, Serre et al. 2005). In this model, objects can be 
any parts of which we receive visual input, via their luminosity, and of which we 
compute possible visual candidates (e.g., different possible representations of the 
same dog). No intermediate levels of representation are however assumed to 
exist, since the flow of information is constrained via a pair of simple principles, 
SUM and MAX, which are in turn defined over vectors as sequences of minimal 
parts and boundaries of an object. 
 An example is the following. Suppose that we look at our pet Fido, starting 
from his tail. At this initial step, our visual system first computes parts and boun-
daries, such as the tail’s tip, which can be badly lighted or ‘stilted’, if we are 
observing it by an odd angle. From this ‘vector’, we access other possible memo-
rized images of Fido’s tail and combine them with other visual features (vectors) 
we recognize about Fido. In case the image is somehow poor, we may compare it 
as a ‘noisier’ version of Fido’s tail. 
 All these vectors are then summed together in the sum vector, the averaged 
sum of the vectors corresponding to the various visual inputs. If this sum exists, 
then a ‘standard’ (or allocentric) view will be defined, which corresponds to the 
final step of the process of object recognition. In keeping track of these different 
views, ‘feature clusters’, edges of a surface or other easily observable points play 
                                                        
    8 Geons are not exactly primitives per se, but represent the (finite) set of combinations (36 in 

total) of 5 binary or multi-valued properties that combine together to define a shape. These 
five properties are: curvedness (if a component is curved or not), symmetry, axis (specifically, 
the number of axes), size, and edge type (if the edges define an abrupt or smooth ‘change of 
direction’). 
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a vital role. 
 In more formal terms, the SUM takes two visual objects and unites them 
together into a new visual object: If a and b are Fido’s head and torso, then a+b=c 
is Fido’s body. The MAX operation minimally differs from the SUM operation in 
two subtle ways. First, it may sum together two visual objects and obtain one of 
the two objects as the result, i.e. a+b=b. This is possible when one object ‘includes’ 
the other, i.e. when one visual object contains all the features of another object; 
hence, their union will be the ‘strongest’ object. Second, it may average visual 
objects representing the same entity, i.e. it may sum objects which have common 
features. In formal terms, this can be then represented as (a+b)+(b+c)=a+b+c, a 
novel visual object (the ‘average’ image) obtained out of previous objects. These 
processes are dynamic, so if two visual objects are SUMmed (MAXed) at a time t, 
the result will hold at a time t+1. 
 While these two theories show a substantial convergence in their treatment 
of object recognition, their assumptions about the nature of ‘objects’ is quite 
different. Representational theories consider an ‘object’ as the end result of a 
visual computation, while derivational theories consider an ‘object’ as any unit 
that is manipulated by a computation. This difference may appear purely theo-
retic, but it has its own relevance once we take in consideration how this infor-
mation is mapped onto linguistic units. Consider, for instance, the following 
examples: 
 
(13) The book is on the tip of the left edge of the blue table. 

(14) The book is on the table. 
 
In (13), the spatial relation is defined over a book and a rather specific part of a 
blue table, the tip of its left edge, whereas such level of detail is left implicit in 
(14). Note that this relation also informs us that the book is supported by one part 
of the table (the tip of the left edge), which in turn may be seen as not so ideal for 
supporting books (tips are intuitively worse ‘supports’ than centers). 
 For the time being, though, I shall leave aside adpositions and spatial 
relations, and concentrate on objects and nouns. In both sentences, any object or 
part thereof (‘edge’, ‘tip’) finds its linguistic realization as a noun: If there is a 
difference between different layers of visual representation, this difference dis-
appears at a linguistic level, since both visual objects are represented in language 
as nouns. Consequently, a theory of object recognition that makes no difference 
between parts and whole objects, such as H-MAX, offers an easy counterpart to 
these simple linguistic facts, while other theories are less suitable for my goal of 
offering a theory of the vision–language interface. I shall base my formal pro-
posal on vision by offering a logical treatment of H-MAX, in the next section. 
 
3.2. A Logic of Vision, Part I: Static Vision 
 
The core aspects shared by the models of static vision (object recognition) we 
have seen in the previous section are the following. First, vision involves the 
explicit, internal representation of perceptual stimuli in terms of discrete infor-
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mation units, or visual objects (of any size and shape, so to speak). Second, these 
units are combined together via one underlying principle, which we can tempo-
rarily label as ‘sum’. Third, the result of this process defines more complex 
objects, but also relations between these objects, which can be seen as instances of 
the part-of relation. These three aspects can be easily represented in one (prelimi-
nary) unified logic of vision, which I shall define as follows, and which I shall ex-
pand in more detail in section 3.4. 
 First, I shall assume that vision includes a set of visual objects, the 
(countably infinite) set V={a,b,c,...,z}. Each of these objects represents a minimal 
information unit, an output which is activated (instantiated) when some per-
ceptual input exceeds a threshold level. Hence, each information unit in a 
computation represents an instance of transduction, since it represents the (auto-
matic) conversion from one type of (input) information to another type of (out-
put) information (Pylyshyn 1984, Reiss 2007). I shall assume that each object can 
be represented as a singleton set, via ‘Quine’s innovation’: Hence, a is shorthand 
for {a}; consequently, our operations will be defined over sets (cf. Schwarzschild 
1996: appendix).  
 Second, I shall assume that one syntactic operation can be defined over 
these units, the sum operation ‘+’, an operation that I will call merge. An example 
of merge is a+b=c, which reads: “c is the merge of a and b”. It is a binary operation 
which is also associative, commutative, and idempotent. Associativity means that the 
following holds: a+(b+c)=(a+b)+c. In words, and using again the example of Fido, 
Fido’s head with Fido’s body (torso and legs) correspond to the same object as 
Fido’s upper body and legs: Fido. Commutativity means that the following 
holds: a+b=b+a. In words, Fido’s head and body form Fido, much like Fido’s 
body and head. Idempotence means that the following holds: b+b=b. Fido’s head 
and Fido’s head give us Fido’s head, that is, we can repeat information. Since our 
objects are singleton sets, this operation is basically equivalent to set union. The 
intuition behind the merge operation is that it takes two ‘old’ distinct objects and 
creates a ‘new’ object as a result, in a sense distinct from the basic sum of original 
parts. For instance, our Fido can be conceived as the new visual object that is 
obtained when the visual objects corresponding to Fido’s body and Fido’s head 
are merged together into an integrated representation, Fido as a ‘whole’ entity. 
 Third, I shall assume that one semantic relation can be defined between 
objects, the part-of relation, represented as ‘≤’. An example of the part-of relation is 
a≤b, which reads: “a is part of b”. Since I am using Quine’s innovation, the part-of 
relation is roughly equivalent to set membership.9 This relation is also binary, 
and it is reflexive, transitive and antisymmetric. It is reflexive, since the following 
holds: a≤a. It is transitive, because the following holds: if a≤b and b≤c, then a≤c. It 
is antisymmetric, because the following holds: if a≤b and b≤a, then a=b. In words, 
each part of Fido’s is part of itself (reflexivity); if Fido’s leg is part of Fido’s body 
and Fido’s body is part of Fido, then Fido’s leg is part of Fido (transitivity); if 
Fido’s body parts are part of Fido, and Fido consists of Fido’s body parts, then 
                                                        
    9 The subtle but very important differences between the notion of ‘set membership’ and the 

part-of relation are not important for our discussion. However, the interested reader is 
deferred to e.g. Link (1983, 1998), Landman (1991: chap. 1), Schwarzschild (1996: chap. 1) for 
discussion. 
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they are recognized as the same entity (antisymmetry). The intuition behind the 
part-of relation is that it establishes a relation between ‘old’ objects and a ‘new’ 
object as a result of the merge operation. For instance, if Fido is the result of merg-
ing Fido’s legs and Fido’s body into a ‘new’ object, then Fido’s legs will be part of 
Fido. If we recognize Fido, then we will also recognize Fido’s legs as well as other 
parts that make up Fido, as a consequence of the relation between parts and 
whole. 
 The resulting model of (object) vision emerging from these basic definitions 
is the triple S=<V,+,≤>, a simplified variant of a structure known as join lattice, a 
type of full Boolean algebra (e.g. Keenan & Faltz 1985: chap. 1, Landman 1991: 
chap. 2, Grätzer 1978: chap. 1–2). A join lattice can be seen as a set with at least 
one binary operation of composition and one relation defined over its elements, 
which also has the following property: if a≤b, then a∩b=a and a∪b=b. In words, if a 
is part of b, then the intersection of a and b is a, while the union of a and b is b. 
Informally, if the merge of two objects creates a novel object, the part of relation 
establishes that this novel object includes the old objects as its (proper) parts. 
Because of these properties, this type of Boolean algebra is a complete structure, 
i.e. it will have one maximal object including every other object (i.e. V) and one 
minimal object which is included in every other object, which we will call ‘0’, and 
which represents any instance in which we ‘fail’ to recognize objects.10 
 Since we mostly operate on individuals, i.e. singleton sets via merge and the 
part-of relation, the logic of vision I define here is substantially a first order logic. 
Since this logic allows us to define an algebraic model of objects and their inter-
pretation and relations, it is a model-theoretic approach to vision. Anticipating 
matters a bit, the discussion of the vision–language interface will coincide with 
the discussion on how this model and the model defined by language are related. 
 These logical/algebraic properties represent the following facts: The visual 
‘integration’ of Fido’s leg and Fido gives us Fido, i.e. Fido’s leg is ‘recognized’ as 
part of Fido’s whole image (union). If from Fido’s whole image we focus on 
Fido’s leg, then the other parts will be ignored (intersection). This latter inter-
pretation of ‘attention as intersection’ can be found in RBC and Ullman (1996), 
and is based on one simple intuition: If merge represents object recognition (the 
union of different visual) inputs, then its complementary operation represents 
the process by which we focus on a single visual object out of an array of objects, 
i.e. attention. Furthermore, the sum of objects forms the full ‘library’ of our model 
of vision (the maximal object V), and there can be cases in which we cannot 
recognize any object whatsoever, for instance when we fail to focus our attention 
on something (the empty object).  
 This brief and semi-formal excursus suffices for our discussion of object 
recognition. The important aspect is that we can now define a tight relation 
between the syntax and semantics of our logic of vision: For each instance of the 

                                                        
    10 Note that the operation MAX can be now reconstructed as a special instance of SUM (i.e. 

our merge). I shall leave to the reader the simple proof of this fact. Also, note that given our 
definition of the sum operation, visual objects can be either atomic, i.e. they only include 
themselves as proper parts (e.g., {a}), or non-atomic, they may have other objects as their 
proper parts (plural/sum objects: e.g., {a,b}, including {a} as its part; see e.g. Link 1983, 1998 
and Schwarzschild 1996). The import of this subtle distinction is not crucial, in this paper.  
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merge operation, the result will define another visual object and a part-of relation 
between this object and its constituent parts. Informally, we are able to recognize 
the legs of Fido as Fido’s, because we first integrate Fido’s legs with other Fido’s 
body parts into Fido’s whole image, and then retrieve this relation between legs 
and Fido. 
 The merging of visual objects does not occur in a temporal void, as we have 
seen, but is dynamically realized over discrete intervals of time. In RBC, this is 
represented via dynamic binding, i.e. the explicit representation of derivations as 
they occur over time. Before defining dynamic binding, I shall define the struc-
ture of the Index Set that represents intervals of time. This structure is the duple 
I=<t,+>, a set of intervals of time with an operation of addition. Although I repre-
sent this operation via ‘+’, it is a slightly different operation than merge, since it is 
only associative but not commutative nor idempotent. Intuitively, from a starting 
interval t we can ‘move forward’ to other intervals, e.g., t+1, t+2 and so on, via 
the simple iteration of this ‘asymmetric’ merge.  
 The corresponding type of structure is a simpler algebra, a total order, i.e. a 
structure in which each element is a distinct object. Intuitively, this structure 
represents the directed flow of the logical processes underpinning visual compu-
tations, the ‘arrow of time’ that tells us how visual objects are integrated together, 
but which cannot ‘remember’ any relations between the objects manipulated in 
these operations. 
 The explicit integration of this structure with vision is the duple Sd=<I,S>, 
the ‘dynamic’ logic of vision and object recognition. Its dynamic nature stems 
from the ability to represent visual computations as they occur over derivational 
times, in a simple format similar to standard proof-theoretic (i.e. syntactic) com-
ponent of various logical systems (see e.g. Landman 1991 for discussion). One 
example is the following: 
 
(15) t. a    (visual object instantiation, e.g. Fido’s head) 
 t+1. b    (visual object instantiation, e.g. Fido’s body) 
 t+2. a+b   (merge introduction) 
 t+3. (a+b)=c  (Fido as ‘sum’ of Fido’s parts) 
 t+4. a≤c   (part-of introduction, Fido’s head as part of Fido) 
 
This derivation roughly captures how the process of recognizing Fido may occur 
a dynamic (and bottom-up) way, modeling the actual processes described in the 
reviewed theories. The various objects are first recognized (‘instantiated’ in the 
derivational space) one by one and then merged via the introduction of this oper-
ation. Once this process is over, we can also access the relation between Fido’s 
head and Fido’s whole image, since we can establish that one is part of another.  
 This simple example of a derivation in our logic of vision may not capture 
all the aspects involved in visual computations and, to an extent, it is quite ideal-
ized: For instance, an individual may consciously assume (and thus exert a top-
down choice) that he is seeing Fido’s body, since he can partially recognize it as a 
visual entity connected to Fido’s head. In this and other examples, I shall leave 
these matters aside, as they are not crucial, for our discussion. This example, 
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however, introduces one important advantage of my theory over the theories I 
reviewed so far: it makes fully explicit the structural relations between the 
various components of the object recognition process, including its unfolding 
over time. This logic of vision is still a preliminary proposal, since for one thing, 
it does not allow us to make a distinction between objects (individual constants 
such as e.g., a) and the properties they instantiate (e.g., constant functions such as 
dog’). It also cannot represent spatial representations, and thus the visual content 
of adpositions, but this is a void that will be filled in section 3.4, along with a 
theory of visual properties. However, it already allows us to give a compact defi-
nition on how we see things in the world, at least with respect to static objects. 
 Now we can explicitly represent (visual) objects in a very preliminary 
logical space, and we can also define how these objects are mapped onto their 
corresponding linguistic labels, nouns. I shall assume, differently from previous 
proposals such as L&J, that this mapping is an isomorphism, a one-to-one 
correspondence between objects of different types (i.e. visual objects to noun 
labels). The reasons for this assumption are the following. The discussion of 
examples (13) and (14), and the intuition that each visual object may (potentially) 
have a corresponding ‘noun’ label, has one important theoretical consequence. If 
we define a function mapping visual objects to nouns, then this function will be 
injective, it will find at least a label n’ for each visual object v: A noun like table, for 
instance, stands for the corresponding visual object, a table. Furthermore, it is 
possible that several visual objects can correspond to one linguistic label: A noun 
such as ‘table’ also stands for the sum of legs, surface, edges, and other visual 
objects making up a table. Hence, this mapping function will be surjective as well.  
 A function which is injective and surjective is a bijective function, hence a 
function that defines an isomorphism. More formally, for each visual object v, for 
each noun label n’, there will be a function f such that : f(v)=n’. Since this function 
is surjective, the following holds: given a+b+c=v then f(a+b+c)=n’. In words, we 
have the ‘lexical’ identity edge’+legs’=table’, which can be also indirectly 
represented as f(a+b)=f(a)+f(b), with f(a)=edge’, f(b)=legs’ and f(a+b)=table’. 
Furthermore, this isomorphism preserves relations, so if one object is part of 
another, one corresponding noun will be lexically related to another. We have 
f(a)≤f(b), which in words says that edge is (lexically) related to table.  
 This isomorphism can be interpreted as follows. Our logic of vision is a 
partial, yet very fine-grained model of object recognition, with a simple yet rich 
hierarchical structure, defined by the part-of relations that can be established 
between the objects in this domain. The function f tells us that such structure can 
also be connected with other structures, provided that they are governed by the 
same (logical) principles. Informally, it allows us to potentially define a corres-
pondence between nouns in language and visual objects in vision, on a one-to-
one basis. Although a language may lack a specific lexical item for each visual 
object, it is at least possible to define such a tight correspondence between nouns 
on the one hand, and visual objects on the other hand.  
 This function can be thus thought as representing a top-down, conscious 
(and optional) process, which occurs when we consciously match visual 
information against linguistic information. It allows to define a correspondence 
between simple and complex visual objects and the nouns that represent these 
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objects at a linguistic level, e.g., to establish that a noun such as table can indeed 
refer to11 a visual object we may observe, and which is made of four legs, a 
surface and other relevant parts. With this notion in place, then, we have 
introduced enough ‘machinery’ to handle the static side of vision and its logic; 
we need to focus on the neglected dynamic side, and propose a full logic of 
vision, by which we can also analyze spatial representations/relations. I shall do 
so in the next two sections. 
 
3.3.  Theories of Dynamic Vision 
 
In the discussion in the two previous sections, I have introduced a view of spatial 
vision in which the ability to explicitly represent objects and their relations plays 
a crucial part in ‘static’ scenarios, i.e. cases in which we ‘find’ objects which are 
not changing position over time. One aspect missing from this discussion is how 
we establish relations between objects, especially when they change position over 
time — how dynamic spatial vision comes about. 
 A preliminary step to answer these questions is to define how we can keep 
track of objects over time. For this purpose, I shall review a theory about dynamic 
object tracking: Multiple Object Tracking (MOT), introduced in Pylyshyn (1989) 
and developed in a number of successive works (e.g. Pylyshyn 1994, 2001, 2003, 
2004, 2006, and Pylyshyn & Annan 2006; see Kahneman et al. 1992 for the roughly 
equivalent Object File Theory).  
 MOT offers a theory about object recognition in dynamic scenarios by anal-
yzing how we are able to individuate and form mental representations of objects 
in the way they instantiate some properties (e.g., being yellow in color), and by 
how we maintain or change these representations over time and the unfolding of 
events. MOT is probably best presented via a preliminary example. Imagine that 
we look at the panorama: We detect trees, clouds, buildings, and so on. If we 
focus our attention on a flying black swan, we can do so because we are first able 
to detect a mysterious object (call it ‘x’), which instantiates the properties “swan”, 
“black”, and “flying”, among others. 
 With some imagination, we can assume that “swan” is the primitive and 
most basic property which allows us to recognize the mysterious entity as such, 
the equivalent of an imaginary finger stretching from our eyes to the object itself. 
Such a finger allows us to define the mysterious object in terms of what property 
it instantiates, and it is thus defined as Finger of INSTantiation, or FINST. The very 
act of this process is usually defined as FINSTing in the literature and, since it can 
be defined for any entity that can be so individuated, it makes no distinction 
between types of objects: Everything which can be FINSTed is an object, simply 
enough. 
 It is useful to illustrate MOT’s notation for the basic process of FINSTing, as 
well as the addition of further features. I will follow Pylyshyn’s (1989) notation, 
for ease of exposition. Aside from the basic process of FINSTing, we can imagine 
                                                        
    11 The notion of ‘reference’ I use here is not equivalent to the one commonly employed. A 

standard assumption is that reference is the relation between a term and the ‘real world’ ob-
ject that corresponds to a given term. Here and for the rest of the paper, I shall assume that 
linguistic terms can refer to extra-linguistic but internal information, such as visual objects.  
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a situation in which the black swan is flying above a cloud. The process of 
FINSTization is illustrated in (16), while (17) illustrates the more complex ‘above’ 
case: 
 
(16) a. FINST[x],[swan]=(x:swan) 
 b. FINST[x:swan],[x:black]=(x:swan,x:black) 
 
(17) ABOVE(x:swan, x:black, x: f lying, y:cloud) 
 
In (16a), a basic property like “swan” is mapped onto a visual object, acting as the 
FINST that tracks the visual object. In (16b), the combination of two properties 
acting as FINSTs creates a new, more complex FINST, which identifies the visual 
object x as a black swan. In the case of (17), we can observe that such ‘internal 
fingers’ can also define relations between simpler ‘fingers’, hence expressing a 
relation between different instances of the same underlying process.  
 This relation is, in turn, a description or property of an event of motion, in 
which the swan is the moving figure, while the cloud is the contingent ground. 
Further information can be stacked up via dynamic binding: Informally, each 
individuating property for x can be in a temporally incremental fashion (e.g., 
“black” at time t, “flying” at time t+1), which in turn is realized via the iterated 
application of the FINST operation. 
 One problem emerging from the presentation of MOT is that this theory 
cannot easily be used to analyze how the temporal relations between properties 
can be defined and represented in their own right. While “black” may be instanti-
ated after “swan”, we cannot explicitly represent that the corresponding ‘fingers’ 
can be taken as entities in their own right, the events during which these proper-
ties are instantiated and combined together, or defined in terms of their order of 
occurrence. 
 One theory that aims to fill this conceptual void is Event Segmentation 
Theory (henceforth: EST), a theory of events and psychological events first 
outlined in Zacks & Tversky (2001) and Zacks et al. (2001). In this theory, an ori-
ginal philosophical intuition by Quine (1960) and further developed in Davidson 
(1967) acts as the basic insight and ontological assumption: that our understand-
ing of the world includes not only objects, but also the events in which these ob-
jects are involved.  
 At one level of comprehension, our mind represents objects as “things that 
are in the world”, such as birds and apples and cups. Once we add a temporal 
level of comprehension, and thus we observe how things change or preserve 
their own identity through time, we also keep track of what causes may change 
the properties of an object. The focus of EST is on events, which are treated as 
‘pegs’, basic computational units or ‘slots’ on which we stack up information, 
and which stand for relations and order among relations in which objects are 
involved, as they unfold over time (Speer et al. 2003, Zacks 2004, Zacks et al. 2007, 
Zacks & Swallow 2007, Reynolds et al. 2007, Tversky et al. 2008). 
 EST assumes that, at a minimum, we can observe objects at two levels. One 
basic level is that of their structure and how it is realized in space (partonomy) and 
one of an object and its relation to an abstract class (e.g., a chair as part of 
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furniture: taxonomy). Once we take in consideration a temporal dimension, in 
which objects can have different properties in different intervals of time, we will 
have ‘dynamic’ objects or events. Events are conceived as discrete information 
units derived (i.e. transduced) from perceptual information, i.e. the ‘indexes’ 
attributed to the combination of a (rather abstract) visual property and the object 
that instantiates it.  
 For instance, if someone throws a cup on the floor, then the cup will likely 
be shattered into pieces because of this action. The temporary relation between 
an individual and the cup will bring about a new state of affairs in which the cup 
will be a new property of some sort, that of being shattered. At the same time, we 
represent this change via the temporal and causal relation between the two state of 
affairs, one involving an event of someone shattering the cup, and another in 
which the cup will be shattered, which is separated by a boundary event, an 
interval of time in which neither the cup is shattered nor it is still intact, and in 
which we will need to ‘update’ our model of events. Events can also be combined 
together: If someone is stacking pillows, each single pillow-stacking event can be 
combined into a ‘bigger’ pillow-stacking event, and possibly ‘merged’ with other 
events, forming a more complex event such as ‘pillow-ordering’.  
 Such complex sequences of events can be seen as event models or schema-
ta, structures of events and their causal/temporal connections, as they are repre-
sented in short-term memory (models) or stored in long-term memory (schemata in 
‘semantic memory’: see e.g. Tulving 1972, 1983, 2000a, 2000b, 2002 and references 
therein for an introduction). Events can be dynamically bound: The “throwing” 
event occurs at a time t+1, a boundary event is formed at a time t+2 and the 
“shattering” event occurs at a time t+3, then there will be a causal, as well as 
temporal relation between these events. 
 Both MOT and EST are theories that offer a detailed picture of how 
dynamic vision can occur, defining in detail the mechanisms by which we track 
objects in motion, and the complex spatial representations that arise from this 
process, or events. One alternative view to these approaches that offers some 
further important insights on spatial representations is the Hippocampus as a 
Cognitive Map theory (HCM) of O’Keefe & Nadel (1978). HCM started as a study 
of rats’ navigational system, the way they represent objects and their places in the 
environment, and how this information is memorized and accessed or updated at 
later stages. According to this theory, humans (and rats) build up a complex spa-
tial representation of the environment via two parallel systems: the place and the 
misplace system. The place system records information about objects’ position in 
the environment, and ‘checks’ whether this information is correct when visual 
information is processed. If an object has changed position, then the misplace 
system records the change of position and updates the object’s new position ac-
cordingly. 
 This model has been further extended over the years. O’Keefe (1983, 1990, 
1991) and Burgess & O’Keefe (1996, 2003) show that information about objects 
and their relations is processed, in ‘real time’, by the navigational system. This 
system computes the location of a figure in terms of polar angle Φ and distance d 
from the ground as the relation θ(Φ,d), computed via θ-rhythm signals, which 
mostly originate in the Hippocampus.  



Space and the Vision–Language Interface 
 

189 

 The result of these computations can be modeled as a vector, a sequence of 
cells (Boundary Vector Cells) that fire when an observer visually tracks relevant en-
tities in an environment, and can also allow to compute geometrical properties of 
objects. Hence, the place and misplace systems build up complex spatial repre-
sentations over time, or Cognitive Maps (O’Keefe & Burgess 1999, Burgess et al. 
2002, and Burgess 2006a, 2006b; see Arsenijević 2008 for a linguistic proposal). 
 These theories give us a basic insight on the nature of dynamic spatial 
vision. When we keep track of objects in motion, we do via the properties that 
objects may have over time, whether they are geometrical, functional or ‘functi-
onal’, insofar as they allow us to track objects in space. At the same time, we also 
keep track of the relations between these properties and their order of causal/ 
temporal occurrence: Spatial representations have an inherent temporal dimen-
sion, which represents the structural relations between the events making up 
these representations.  
 Adpositions, as the chief part of speech expressing these relations, must 
also have such an abstract nature. Look at the examples: 
 
(18) Mario has fallen onto the floor. 

(19) Mario has gone into the room. 

(20) Mario is sitting near the patio. 
 
A scenario which is more or less depicted by (18) and (19) is one in which Mario 
is on the floor and in the room, respectively, as a consequence of a particular 
event, one of falling and one of going. A scenario depicted by (20) is one in which 
Mario is involved in an event of sitting, which occurs at some distance from the 
patio. He may be involved in other events, although these events are in a sense 
‘backgrounded’, in the sentence.  
 In all three cases, the spatial relation holding between Mario and different 
grounds holds at some moment of time because of some previous event, and 
involves more than just geometrical information. If we conceive Mario and the 
floor as inherently visual objects, then the adposition onto will capture not only 
that these two objects are currently related one another via a ‘support’ relation, 
but also that such relation has come into being because of a previous falling 
event. Since adpositions seem to express the ‘logical’ structure behind the events 
described by a sentence, the kind of spatial representations they capture are 
representations in logical space, and define possible relations between objects 
and how they are represented in this logical space. I shall offer the precise logical 
details of this enriched logical space in the next section, in the proposal I shall call 
Visual Representation Theory. 
 
3.4. A Logic of Vision, Part II: A Model of Visual Logical Space 
 
In the previous section, we have been able to define a richer notion of visual 
object (i.e. things and their spatio-temporal properties), as well as sketching the 
nature of the relations holding between these objects. I shall integrate these 
results in our logic of vision as follows. 
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 First, I shall assume that the set V of visual objects is now made of 
‘structured’ entities, the combination of events e, objects o, and properties pr. The 
complex visual object that is made of these elements is the triple v=<e,o,pr>, a 
basic entity which I shall call Visual Representation Structure (VRS). Importantly, 
the set of events E (with e≤E) is disjointed from that of objects O (with o≤O) and 
the union of the two sets forms the whole set of (basic) visual objects, i.e. E∩O=0 
and E∪O=V. Properties pr form a set of properties by which these visual objects 
can be individuated, i.e. we have pr≤PR. In words, VRSs are made of basic objects 
(e.g. ‘x’), the properties by which we individuate them (e.g. “swan”), and the 
events in which these properties are instantiated, i.e. their position in logical 
space with respect to other events. The following will hold: v≤V, i.e. each VRS is 
part of the set of VRSs. I shall represent a VRS as e:pr(o), which reads: An event e 
instantiates a property pr of an object o. This format follows the format of DRT, 
which I shall introduce in full in section 3.5. 
 We thus have seen that VRSs can be combined together via merge. The sum 
of two VRSs can be seen as a complex, novel event in which different properties 
of the same object can be combined together into a more complex, novel proper-
ty. If e:grab(x) and h:order(x) are respectively an event of (pillow) grabbing and 
(pillow) ordering, then the complex event of (pillow) clean up can be formally 
defined as: (e:grab(x)+h:order(x))=i:clean-up(x)). 
 The structural properties of merge (associativity, commutativity, idempo-
tence) are defined over VRSs as well, although the apparent ‘temporal’ nature of 
VRSs as representing ‘objects in motion’ requires some discussion. I shall focus 
on events, to make the discussion simple. An event of (pillow) clean-up can be 
organized in different ways (associativity); while we usually first grab pillows 
and then order them, when we clean up, an event of (pillow) clean-up consists of 
both events, regardless of their linear order (commutavity); several events of 
pillow-grabbing are still a (complex) event of pillow-grabbing (idempotence). 
Although VRSs are more complex objects, their ‘combination’ can be nevertheless 
defined via one basic operation, that of merge, which represents how complex 
VRSs are created from the union of basic VRSs. 
 The part-of relation is also defined over VRSs and events, and allows to 
define how events are structured. Reflexivity and transitivity allow to establish 
order/overlap among complex sequences of VRSs, straightforwardly enough. 
Antisymmetry allows to establish whether two VRSs (or parts thereof) are really 
the same, and thus to establish the identity between a complex VRS and the sum 
of its constituting VRSs. It also allows us to reconstruct their consequential/ 
temporal relation as well: if e:grab(x)≤i:clean-up(x), then e:grab(x)∪i:clean-
up(x)=i:clean-up(x) and e:grab(x)∩i:clean-up(x)=e:grab(x). Since an event of pillow-
grabbing is a proper part of (pillow) cleaning up, then it must precede the 
realization of a cleaning up event. The structural relations between events thus 
represent their causal/temporal relations: ‘New’ events come into being as the 
result of ‘old’ events being combined together, in an incremental fashion. If we 
don’t grab and order pillows, we won’t have an event of pillow-cleaning up: The 
existence of this event is a consequence of the combination of previous events. 
 The tight relation between the syntax and semantics of our logic of vision 
thus allows us to capture one aspect of ‘dynamic’ space by simply looking at how 
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events are computed, without introducing further principles of analysis. Our 
new logic of vision can be thus represented as S=<V,+,≤>, with V being a short-
hand for V=<E,O,PR>.  
 This new logic of vision is a fully dynamic logic of vision when combined 
with an index set I, i.e. when we have Sd=<I,V>, with I being the index structure 
I=<t,+>. It allows us to explicitly represent how we integrate VRS together, one 
example being the following: 
 
(21) t. e:grab(x)              (VRS instantiation) 
 t+1. h:order(x)             (VRS instantiation) 
 t+2. e:grab(x)+h:order(x)          (merge introduction) 
 t+3. e:grab(x)+h:order(x) =i:clean-up(x)      (sum of events) 
 t+4. e:grab(x)≤i:clean-up(x)         (part-of rel. intr.) 
 
In words, the merging of two VRSs yields a more complex VRS as the result, and 
allows to establish structural relations between VRSs. As we can see, the use of 
dynamic binding also allows us to bring out one aspect of the temporal nature of 
events: If we grab a pillow at a time t and then put it in order at a time t+1, then 
the resulting pillow-cleaning up event will be realized as a later time t+3, in a 
progressive way. 
 At this point, we have a quite rich and thorough logic of vision which allows 
us to model spatial representations/relations in a rather elegant and simple way, 
and which turns out to be somewhat similar to similar other logical theories 
proposed in, for example, the AI literature (e.g. Event Calculus; see Hamm & van 
Lambalgen 2005 and references therein and van der Does & van Lambalgen 2000 
and e.g. Barwise & Seligman 1997 for non-linguistic applications of situation 
semantics). One example of the elegance behind our logic is the notion of 
‘location’. VRSs explicitly represent the spatio-temporal ‘location’ of some event 
and its participants by representing the properties that individuate these entities. 
Geometric or mechanical properties are not any different from ‘grabbing’ 
properties, with respect to how this process occurs over time: we can thus 
represent e.g., the notion of inclusion as the VRS e:in(x), that of support as e:on(x) 
and so on. 
 We can then represent the notion of ‘motion’, or more appropriately the 
notion of change, as an ordering (part-of) relation between VRSs and the events 
they represent. So, if Mario goes in direction of the room and then stops once he’s 
in the room, he will be in the room as a consequence of this event of motion. This 
can be represented as e:go(r)<i:in(r), i.e. an event of going into the room as 
expressing the relation holding between one event and its consequence. In a 
scenario in which Mario is sitting near the patio instead, other events may be 
going on at the same time, but at least these properties allow us to individuate 
Mario. We can represent this as n:near(p)≤z:gen(p), an event of (sitting) near the 
patio as part of a more generic event.  
 These relations between VRSs and the events they represent may find their 
way into language chiefly as adpositions via the function f, the isomorphism 
between vision and language. I shall re-define this function as follows. If f takes a 
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pair of visual object and property as an input, it will return a noun as an output 
— we have f(<o,pr>)=n’. If f takes a pair of event and property as an input, it will 
return a verb as an output — we have f(<e,pr>)=v’. If it takes a full VRS as an 
input, it will return an adposition as a result — we have f(<e,o,pr>)=p’.   
 The intuition is that ‘partial’ VRSs find their way in language as (common) 
nouns, labels for objects, and as verbs, labels for ‘actions’; both individuate some 
entities, but do not express relations between these entities. Adpositions instead 
express the structural relations between VRSs, ultimately complex VRSs. The 
intuition is simple: Nouns (and verbs) find objects in logical space; adpositions 
denote the relations between these objects, which in turn represent a very 
abstract notion of space. L&J’s syntactic proposals are still maintained, to an 
extent.12  
 The function f, as an isomorphism, preserves structure on VRSs as well: An 
adposition like between, for instance, is usually analyzed as the ‘sum’ of two 
simpler adpositions, such as to the left or to the right of some ground (e.g. Zwarts & 
Winter 2000). This can be represented as f(r-of+l-of)=f(r-of)+f(l-of), i.e. the adpo-
sition representing the “between” relation is lexically equivalent with the adposi-
tions representing the relations “to the left of” and “to the right of”. Generalizing 
a bit, from basic spatial representations we can build more complex spatial 
relations; the complex structure defined by this process, the model of logical 
space defined by our logic of vision, may be represented in language up to 
isomorphism, via process of progressive refinement and specificity of relations (cf. 
also Levinson & Meira 2003). Hence, the mapping function f may assign different 
labels to its outputs, depending on the level of fine-grainedness and with some 
consistent cross-linguistic variation, but in a quite fine-grained and structurally 
regular way (cf. again Talmy 2000; see also section 4.2). Again, via this function 
we represent the possibility that we can match for each VRS a corresponding 
linguistic unit, and that the structural or ‘spatial’ relations between VRSs can find 
their way into language, chiefly as adpositions, at least in a language such as 
English. 
 Before moving to language, however, I shall make one observation 
regarding the nature of this process. According to the HCM proposal, when we 
mentally represent visual objects, these objects can be seen as output to some 
previous visual, perceptual input, which is then transduced as a visual object. 
This process occurs over discrete intervals of time, which in turn may be seen as 
minimal cycles of the θ-rhythm, and which may actually occur independently of the 
presence of external stimuli. In the absence of external stimuli, our brain still 
partitions the perceptual stream into minimal, discrete units. Very informally, 
our vision faculty will organize the perceptual stream into minimal units even if 
we are not observing finite objects such as tables, or if we look at the same 
portion of sky for quite a long interval of time. 
 When external stimuli are tracked, then it is possible to check whether they 
stand for some ‘new’ or ‘old’ information, i.e. whether their internal represen-
tation matches previous visual computations. Hence, the underlying properties 

                                                        
    12 In this paper, I shall not propose an explanation on why the function f seems to operate such 

distinctions in the labeling process, and leave such a complex topic for future research.  
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of these computations do not crucially hinge on external stimuli, but on the 
possibility (perhaps, necessity) to integrate these different forms of information 
together in an effortless way, and in a coherent, ‘synchronized’ model (e.g., 
O’Keefe 2003, Buzśaki 2006). Our logic of vision thus represents an internal 
model of logical space, and represents the properties and relations defined over 
this model. By this point, our discussion of the logic of vision should be thorough 
enough: I shall concentrate on spatial language and its logic. 
 
3.5. A Logic of Language: Discourse Representation Theory and Space 
 
The study of meaning in natural language as a psychological phenomenon has 
long been adversed in model-theoretic approaches, traditionally rooted in an 
‘anti-psychologist’ philosophy (e.g. Davidson 1967, Montague 1973, Cresswell 
1985). Some modern research, however, broke with this tradition and attempted 
to study whether the models defined in this approach can be seen as mental 
structures and processes of some sort, represented via dynamic logic (e.g. Kamp 
1981, Heim 1982, Chierchia & Turner 1988, Kamp & Reyle 1993, Chierchia 1995).  
 Among these different approaches, Discourse Representation Theory (DRT) 
represents the most important theory with such a ‘cognitive’ stance, and offers a 
set of tools which will allow us to (easily) treat all the linguistic phenomena we 
shall address via a single set of formal tools. For instance, it includes detailed 
treatments of the semantics of nouns and temporal expressions, which can be 
extended to treat our adpositions data (e.g., theories of noun reference and 
plurality such as Link 1983, 1998 or treatments of events such as Parsons 1990 
and Landman 2000, 2004). It also allows us to take a perspective to sentence 
interpretation as a dynamic process, since it aims to model how sentences are 
interpreted and ‘used’ to form models in a compositional and incremental and 
on-line fashion, as in models of parsing such as Crain & Steedman (1985).  
 The version I shall use here is also fully compositional and thus allows us 
to analyze the contribution of each word to a sentence (iKamp et al. 2005, based 
on Muskens 1996 and van Eijck & Kamp 1997), and may be ideally implemented 
with certain minimalist theories of syntax with a ‘processing stance’ (parser-is-
grammar of Phillips 1996). However, I shall focus on the contribution of nouns 
and adpositions for the most part, being somewhat sloppy on other parts of 
speech (such as verbs). Although the structural equivalences with my logic of 
vision should be immediately obvious, I will defer a thorough discussion to 
section 4.1, and focus here on the linguistic bits. 
 The most basic bits of information in DRT are Discourse Representation 
Structures (DRSs). A DRS can be thought, at a minimum, as a linguistic infor-
mation state containing a set of discourse referents (or U for universe), an ‘object’ 
in discourse, and the conditions (or CON) which allow us to individuate such 
objects in discourse. While basic (‘extensional’) DRSs are at a minimum a duple 
of discourse referents (or individuals, for the sake of clarity) and their associated 
conditions, they ‘become’ information states when a third set of objects is taken 
in consideration, possible worlds (the set W). Hence, a DRS or information state 
is the triple <W,U,CON> or <{w},{x},{con’(x)}>, in which a discourse referent is 
paired with a ‘world’ referent and a condition, and which can be seen as a mental 
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representation or (mini-)model that a speaker entertains, when he parses chunks 
of sentences, incrementally. 
 The nature of this world ‘coordinate’ deserves a few words of discussion. 
In classical logic, possible worlds are seen as quite real Leibnizian entities, such 
as the world we live in (e.g. Lewis 1986). Many versions of DRT, however, 
propose a different approach, partially based on Stalnaker’s (1973, 1999) work,13 
in which possible worlds are mental objects, and represent nothing else than 
possible scenarios in which referents are involved, those for instance expressed 
by a sentence or a more complex text. Consequently, possible worlds can vary in 
‘size’ and structure, and may be intuitively related one another according to the 
same principles definable over individuals, DRSs or other model-theoretical 
objects, as assumed in situations semantics (e.g., Barwise & Etchemendy 1990, 
Kratzer 1989, 2007) or modern modal logic (Hughes & Cresswell 1996, Blackburn 
et al. 2006).  
 Let us now turn to formal matters. As a standard convention, I write 
conditions in boldfaced characters and by adding a prime, i.e. ‘con’’. Hence, 
conditions in DRT are roughly equivalent to non-logical constants of first-order 
logic, and thus they represent ‘concepts’ or ‘thoughts’ as they are expressed in 
natural language, together with the distinction between intension and extension 
(cf. Margolis & Laurence 1999, Gärdenfors 2000, Winter 2008). The obvious con-
sequence of this assumption is that our concepts/conditions will thus be invari-
ably complex and definable in terms of their internal structure, unlike assumed in 
atomistic theories of concepts such as Fodor (1998, 2003). While an interesting 
topic per se, its discussion would lead us too far afield from our main topic of 
discussion, so I shall leave it aside for the time being.14 
 For our purposes, worlds and eventualities (i.e. events, properties changing 
over time, and states, properties holding over time) are basically the same 
(model-theoretic) objects, as in some variants of situation semantics. Very inform-
ally, if individuals represent objects, then eventualities represent the relations in 
which individuals are involved.15 I shall use the term ‘events’ and avoid making 
any distinction between events and states, for the sake of clarity.  
 Once I have defined the basic structures of DRSs, I shall focus on the com-
binatorial and interpretative apparatus, i.e. how DRSs can be used to represent 
linguistic expressions. Here I shall use a variant of the ‘linear’ notation, rather 
than the more popular ‘box’ format, to enhance readability (as in Geurts 1999). I 
shall roughly match one syntactic phrase with one DRS, although more precise 
analyses are possible (see Kamp et al. 2005 for discussion). Look at the example: 
 

                                                        
    13 This is true insofar as we look at the ‘raw mechanics’ of the underlying logic. Stalnaker’s 

position is not a mentalist/internalist one: For him, ‘possible worlds’ are those of classical 
logic. DRT offers a much stronger mentalist perspective. Very informally, ‘worlds’ in DRT 
are roughly equivalent to possible thoughts or beliefs, information states ascribed to 
(thinking) agents. See Maier (2006: chap. 1) for discussion.  

    14 I would like to thank an anonymous reviewer for bringing this topic to my attention. 
    15 Note that, informally speaking, events and states are included in intervals of time, within 

the DRT architecture, with intervals of time forming up the main ‘temporal structure’ of a 
discourse. I shall diverge from DRT and use intervals of time in a different way, as I shall 
show in the remainder of the section. 
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(22) A man walks quickly. He whistles. 
 
When a sentence like (22) is parsed, the parser builds up a bottom-up, left-to-
right syntactic representation and, for each constituent and phrase, it builds up 
the corresponding DRS. For instance, a man is parsed as noun phrase/determiner 
phrase, and interpreted as the DRS [x:man’(x)], a DRS representing a referent x 
and a condition individuating him. 
 The next step consists in combining the predicate walks with the noun 
phrase a man. This is obtained via the syntactic operation merge, which shall 
represent as ‘+’.16 Merge in DRT is a binary (associative, commutative, idem-
potent) operation that takes two DRSs and gives a ‘bigger’ (or new) DRS as the 
output, by unifying the universes and conditions of each DRS. In more formal 
terms, we have: 
 
(23) [{x}:con’(x)]+[{y}:con’(y)]=[{x,y}:con’(x),con’(y)]  (merge introduction) 
 
In words, the merging of two DRSs forms a bigger DRS in which the universes 
and the conditions are merged pair-wise. Merged conditions are interpreted as 
being conjoined. If we were to translate conditions from our DRT language to 
first order logic, merged conditions would be interpreted as being conjoined, 
whereas each referent in the universe of discourse can be translated as an 
existentially quantified variable. We would have “∃x∃y[con’(x)&con’(y)]” for the 
two conditions in (23) (cf. Kamp et al. 2005: 143–145). I shall use brackets to mark 
the universe, and thus enhance readability (e.g. {x,y}), as in van Eijck & Kamp 
1997 and Kamp et al. (2005).  
 The verb walks can now be simply represented as [e:walk’(x)], i.e. a DRS 
which introduces no new (object) referents but a novel spatio-temporal referent, 
the event of walking. The merging of the two resulting DRS can be represented, 
in a piece-meal fashion, as: 
 
(24) t. [{x}:man’(x)]+[{e}:e:walk’(x)]=[{e,x}:man’(x), e:walk’(x)] (merge intr.) 
 t+1. [{e,x}:man’(x),e:walk’(x)]+[{e}:quickly’(e)]=     (merge intr.) 
 t+2. [{e,x}:man’(x),e:walk’(x), e:quickly’(e)] 
 
In words, we obtain the DRS representing the first sentence in (22) (A man walks 
quickly), by merging the DRSs representing its main constituting phrases. The 
DRS for a man acts as the context DRS, which is then updated via merge by the 
DRS for walks, acting as the context change potential DRS. The dynamic aspect of 
meaning is thus represented by the ability for new phrases/words to add more 
information regarding referents and events represented by each sentence, and 
thus define a ‘broader’ model representing facts. This is also represented via the 
explicit use of an index set in the derivations, which allows to explicit represent 

                                                        
    16 Kamp et al. (2005) use a different symbol, but this difference is immaterial, for our purposes. 

Note also that the properties of merge (associativity, commutativity, idempotence) stem 
from its definition as a (complex) form of set union, with idempotence allowing to ‘reduce’ 
universes whenever they are identical (see e.g. (22), i.e. {e,x}+{e,x}={e,x}). 
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how DRSs are combined together (as in Muskens 1996 and van Eijck & Kamp 
1997, for example).17  
 The merging of DRSs has also one important consequence: it defines a 
semantic level of relations between DRSs and their universes/conditions, the 
accessibility/part-of relation. The accessibility/part-of relation is a transitive, anti-
symmetric, reflective relation which allows to define one DRS d as part of another 
DRS d’, i.e. d≤d’. While transitivity and reflexivity intuitively define how DRSs 
are connected over the flow of discourse, antisymmetry allows to make establish 
what relation holds between two referents/events/DRSs. One example is pro-
noun resolution: Intuitively, a pronoun such as he in (20) denotes one whistling 
individual as being a specific individual out of those who are walking quickly in 
the park. If at least part of the content expressed by two DRSs can be the same, 
then the two DRSs individuate the same object, a condition which expresses an 
anaphoric relation and is usually represented as x=y.18 When the accessibility 
relation is restrained to discourse referents or events, it is usually called part-of 
relation (e.g. Kamp et al. 2005: 135). Consequently, I shall just use the part-of label 
for a semantic relation holding between DRSs, in order to make the exposition of 
the arguments clearer. 
 This is shown in the remainder of the derivation for (20): 
 
(25) t+3.  [{e,x}:man’(x),e:walk’(x),e:quickly’(x)]+[{e,y}:y=?,e:whistle’(y)]= 
 t+4.  [{e,x,y}:man’(x),e:walk’(x),e:quickly’(e),y=x,e:whistle’(y)] 
 
In words, the merging of the first and second sentence will also establish an 
identity relation between first walking man and second whistling man: There is 
really one man we are talking about, in (22). The resolution of the open anaphoric 
relation (i.e. x=?) amounts to identifying two referents by stating that the 
properties by which these referents are individuated converge to the same result.  
 After this brief introduction to the relevant aspect of DRT, I shall focus on a 
compact treatment of adpositions, which diverges from the standard DRT 
treatment of this category (cf. Kamp et al. 2005: chap. 2–3) and introduce a more 
thorough analysis of these terms, based on the vast literature on the topic. My 
basic assumption will match the non-linguistic considerations I offered in the 
previous section: Adpositions denote relations between DRSs, by expressing how 
the events denoted by these relations are ordered (e.g., Kamp 1979a, 1979b, 
Jackendoff 1983, Parsons 1990, Wunderlich 1991, Nam 1995, Fong 1997, Kracht 
2002, Landman 2004, Zwarts 2005, Svenonius 2006, Ramchand 2008, and Kratzer, 
to appear).  
                                                        
    17 In the dynamic semantics literature, the notion of ‘dynamic binding’ has a more restricted 

(semantic) application, and it is restricted to inter-sentential merge, i.e. the binding of infor-
mation units over the sentence boundary (e.g., Chierchia 1995, Stockhof et al. 1996).  

    18 Pronoun resolution is sensible to features, like gender and number or temporal/aspectual 
values. I just ignore these aspects here, for the sake of clarity. In DRT, pronoun resolution 
also involves presupposition resolution, what could be (very) informally defined as the 
integration of implicit information in a DRS, together with the resolution of the anaphoric 
relations associated with this implicit information. See, among others, van der Sandt (1988, 
1992), Geurts (1999), and Kamp et al. (2005: chap. 1–2) for discussion and references on this 
very complex and rich topic.  
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 I shall thus assume that adpositions denote anaphoric relations between 
events/DRSs. Differently from pronoun anaphora, though, they may express 
‘asymmetric’ relations, i.e. relations in which events are not necessarily identical. 
In this perspective, adpositions are akin to the ‘duplex conditions’ of DRT, which 
are used to represent quantifiers such as every, but also conditionals (e.g., donkey 
sentences), temporal adverbs and other temporal/logical relations. 
 The main reason for this assumption can be motivated by the following 
entailment patterns in the examples (adapted from Parsons 1990): 
 
(26) A delegate walked into the park. →    A delegate was in the park. 

(27) A delegate is near the park.   →    A delegate is near the park. 
 
In (26), the sentence A delegate… entails that the relevant delegate was in the park 
as a consequence of this event of motion. In (27), the sentence A delegate… entails 
itself, in the sense that it the delegate’s position is not an explicit consequence of 
some previous event of motion, but also holds for possibly more specific states 
(e.g., the delegate being currently near the park). The symbol ‘→’ represents the 
entailment relation between the two pairs of sentences. 
 The intuition behind these patterns is simple: adpositions, as they mirror 
relations between VRSs in language, also denote equivalent relations between 
DRSs and the events included in these DRSs. They do so by explicitly stating how 
events are ordered one another, thus explicitly representing the causal/temporal 
structure of (parts of) a sentence, possibly restricting this relation to certain 
events (e.g., those being “in” the park). I shall thus translate into as the complex 
DRS [{e,s,x,y}:e<s,s:in’(x,y)] and near as the complex DRS [{e,s,x,y}:e≤s,e: 
near’(x,y)]. The DRSs represent in a compact manner the Parsonian entailments, 
as part-of relations between the events denoted by the merged sentences. Inform-
ally, if a delegate walked into the park, he was in the park as a consequence. If a 
delegate is near the park, he may have arrived there because of some other 
events, or may stay there for some unspecified interval of time. 
 The interpretation of (24), at the relevant step and abstracting away from 
tense, is the following: 
 
(28) t. [{e,x}:delegate’(x),e:walk’(x) ]+[{e,s,y}: e<s,s:in’(x,y),park’(y)]= 
  t+1. [{e,s,x,y}:delegate’(x),e:walk’(x),e<s,s:in’(x,y),park’(y)] 
 
In words, (28) says that a delegate walked and, as a consequence of this event of 
walking, he ended up in the park. The interpretation of (23) would be similar, 
except that the contribution of “near” would yield the following (slightly 
informal) DRS: [{e,s,x,y}:delegate’(x),s:be’(x),s≤s’,s:near’(x,y),park’(y)].  
 This treatment of English adpositions is by no means exhaustive and 
would probably need revisions, especially once we take in account a broader 
cross-linguistic perspective and the well-known interplay of adpositions and 
verbs of motion (again, see e.g. Talmy 1978, 2000, Svenonius 2006, Higginbotham 
2009, and Zwarts 2010 for discussion). However, it allows us to represent in a 
rather simple what kind of contribution adpositions (and nouns) offer to a sen-
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tence, as well as introducing a rather compact theory of linguistic representation, 
in the guise of DRT. I shall thus collect all the crucial aspects of DRT and present 
them as parts of DRT’s underlying logic.  
 DRT can be treated as a logic of language, which can be represented as the 
model L=<D,+,≤>. The set D of DRSs is in turn a set of triples, defined as 
d=<w,u,con>, and with d≤D holding for each d. The model (of discourse) defined 
by DRT is a lattice which has a structure entirely equivalent to that defined for 
vision.19 The ‘dynamic’ incarnation of this model is Ld=<I,D>, the duple formed 
by DRSs and intervals of time at which they are combined together, with I again 
being defined as I=<t,+>. 
 The mapping from this model of language to other models, most 
specifically our logic of vision, can be easily defined via the function g, which is 
usually known as the anchor function in DRT (Kamp et al. 2005: chap. 4, Maier 
2006: chap. 3 for discussion). This function is defined as an isomorphism map-
ping each linguistic information unit onto a non-linguistic unit, in this case a 
visual unit, i.e. g(d’)=v: In our case, it matches DRSs (linguistic information units) 
with VRSs (non-linguistic, visual information units).  
 Since it is an isomorphism, it maps at least one DRS onto one VRS, and at 
most one DRS onto one VRS. It preserves structure, so a mini-discourse like (22) 
can be seen as the description of a complex scenario, made of two connected, 
simpler scenarios. Formally, we have g(d’+k’)=g(d’)+g(k’), which in words says: 
The scenario corresponding to the mini-discourse in (22) corresponds to the 
scenario matched by the first sentence (a man is walking in the park) followed by 
the scenario matched by the second sentence (this man is whistling). Much like 
the function f, the function g can, but needs not to, find a VRS for each mapped 
term. In this regard, the function g can also be thought as representing a top-
down process, since it represents how we can consciously match a sentence (and 
its content) with an extra-linguistic scenario it refers to. 
 Now that both sides of the isomorphism are defined, we have a good 
understanding of how information flows from vision to language and from 
language to vision, and thus we are ready to tackle the problem of the vision–
language interface in an explicit way. However, before doing so, I shall offer an 
answer to the second research question, which is now within our reach. The 
answer is the following: 
 
A–2: Our models of spatial vision and language must include any possible property and 

relation that can ‘connect’ two entities; these models can (must) be treated via a 
model-theoretic approach. 

 
Spatial vision and language, then, can be seen as two systems representing 
different aspects of the same underlying phenomena: How we build up and 
maintain complex ‘maps’ of the objects we keep track of, over discourse. At this 
point, we can explore the common space generated by these two structures, and 

                                                        
    19 In DRT or similar approaches (e.g., Krifka 1998), events and referents are part of (structural-

ly) different structures; here I follow Link (1983, 1998) and assume one common type of 
structure for all types of object. 
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thus focus on the vision–language interface. 
 
 
4. A Theory of the Vision–Language Interface, and Beyond 
 
In this section I shall offer a logical theory of the vision–language interface based 
on the results of the previous section (section 4.1); I shall offer empirical evidence 
in support of this approach (section 4.2); and sketch some broad consequences of 
my approach with respect to theories of the language faculty (section 4.3). 
 
4.1. The Vision–Language Interface: A Formal Approach 
 
A theory of the vision–language interface, given the discussion so far, must be a 
theory about the two-way information flow between two structures which repre-
sent (external) spatial information in a principled and highly organized way, the 
logical space defined by the logic of vision and language. As section 3 constituted 
a relatively long analysis of how these notions emerge from the basic bits of 
vision and language, I shall re-state my basic assumptions first and then dive into 
the vision–language interface problem. 
 I have assumed that both vision and language can be represented via a pre-
cise logic, which I called the logic of vision and the logic of language, respectively 
— or Visual Representation Theory (VRT) and Discourse Representation Theory 
(DRT), equivalently. These logical calculi share the same underlying structure: 
VRT is defined as triple S=<V,+,≤> and DRT as the triple L=<D,+,≤>. These mo-
dels are lattices, partially ordered sets, which minimally differ in having different 
types of elements, rather than in their structure. 
 The basic elements in these domains are respectively VRSs and DRSs: for 
each VRS v, the relation v≤V holds; for each DRS d, the relation d≤D holds. For 
each VRS v, the following identity holds: v=<e,o,pr>, i.e. each VRS is a triple of an 
event, an object and a property that identifies an object in an event. For each DRS 
d, the following identity holds: d=<w,u,con>, i.e. each DRS is a triple of a world/ 
event, a referent and a condition that identifies a referent in a world/event. 
While VRSs are discrete units (possibly) representing perceptual stimuli from the 
visual apparatus, via transduction, DRSs may be seen as discrete units represent-
ing other types of information units (e.g., ‘concepts’ or ‘thoughts’). They may be 
connected to VRSs via a slightly different type of transduction, but do not have a 
direct ‘external’ grounding: They represent purely ‘internal’ information. 
 While the two structures have different elements, their operations and re-
lations are basically the same. A syntactic operation, merge (ultimately, set union), 
allows to define each element as the sum of other elements, possibly only itself. 
We represent it as ‘+’. Its definition is simple: It is a binary operation taking two 
inputs of the same type (e.g., DRSs: a+b), yielding an output of the same type as 
the inputs (a DRS: a+b=c). It is associative, commutative, and idempotent: It allows to 
combine the same elements in different ways (associativity: (a+b)+c=a+(b+c)), 
regardless of their order of occurrence (commutativity: a+b=b+a), and can be 
‘repeated’ on the same input (idempotence: a+a=a).   
 A semantic relation, the accessibility/part-of relation (represented as ‘≤’), 
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integrates this syntactic operation and establishes how the results of the merge 
operation are ‘connected’. It is binary, as it establishes a relation between two 
objects of the same type (e.g., VRSs: a≤b, and it is reflexive, asymmetric and 
transitive: It allows us to establish that objects are part of themselves (i.e. a≤a), 
that objects can be identified (i.e. if a≤b and b≤a, then a=b), and that multiple 
relations can be compressed as a single relation (i.e. if a≤b and b≤c, then a≤c). 
 The merge operation and the part-of relation are connected via the following 
properties, which I shall again represent via set-theoretic notation. If a≤b, then 
a∪b=b and a∩b=a. In words, if one object is part of another, then their merging 
will correspond with the ‘bigger’ object (union), and their product will corres-
pond to the ‘smaller’ object (intersection). Semantic relations can be seen as the 
result of previous instances of syntactic operations, in a sense recording the suc-
cessful merge of two objects into a more complex, novel object. The structures 
defined by these operations are complex Lattices, i.e. partially ordered sets with a 
syntax and a corresponding semantics, and thus models of the phenomena they 
represent.  
 Although other operations can be defined (e.g., set intersection standing for 
attention), this ‘minimal’ logic allows us to aptly model how information units 
are processed and integrated together into more complex units, in a bottom-up 
way. They also allow us to define how one logic can be tightly connected to 
another via two functions, f and g, which respectively define an isomorphic map-
ping from VRSs to DRSs and from DRSs to VRSs. These functions are isomorphic 
because they map at least one input and at most one input to the same output, i.e. 
they are respectively injective and surjective, thus they are bijective.  
 The function f is defined as: f:v→d, i.e. a function that maps each visual 
structure v≤V onto a discourse structure d≤D, whereas the function g is defined 
as: g:d→v, i.e. a function that maps each discourse structure d≤D onto a visual 
structure v≤V. Note, now, that these two functions are one the inverse of the 
other: Their composition (represented via the symbol ‘◦’) will yield the identity 
function, e.g., we have f◦g=i, with ‘i’ being the identity function. This latter pro-
perty tells us that, for example, each noun may act as the linguistic label for a vi-
sual object, and thus that each visual object may a have noun as a linguistic label.  
 These isomorphisms allow us to explicitly represent how we ‘translate’ one 
type of objects into another, while for logical operators (i.e. merge and the part-of 
relation), they offer evidence that these operations are the same across models/ 
logical systems. The reason is simple: while objects define non-logical constants, 
merge and the part-of relation define logical constants, elements of a logic that 
receive the same interpretation on any model, whether it represents vision or 
language. In words, merge is interpreted as the union of two objects, whether 
these sets stand for visual structures or discourse structures, and so is the part-of 
relation interpreted as a relation between objects.  
 This is explicitly represented via a structure-preserving condition on our 
isomorphisms: f(a+b)=a’+b’, given that f(a)=a’ and f(b)=b’. In words, the noun for 
the object corresponding to the merge of the object “legs” and “surface” (table) 
corresponds to the super-ordinate noun that stands for the objects “legs” and 
“surface”. The merge symbol is the same on both sides of the identity, while the 
merged objects are different. The same holds for the part-of relation, since, if we 
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have a≤b, we have f(a)≤f(b). In words, if a leg is part of a table, then the noun/ 
concept leg is part of the noun/concept table. The same considerations hold, 
mutatis mutandis, for the function g. In words, vision and language may differ as 
models representing different ‘things’, but they are equivalent as models sharing 
the same structure. 
 The definition of these two isomorphisms has one important consequence: 
It allows us to outline a simple and yet very precise theory of the vision–
language interface. The main assumption I shall make is that the vision–language 
interface is defined as a Galois connection between these two structures. A Galois 
connection is defined as follows: given two lattices <A,≤> and <B,≤>, f(a)≤b if and 
only if a≤g(b). In our case, and with some notational fantasy, given the lattices 
<D,≤> and <V,≤>, we have g(d’)≤v if and only if d’≤f(v). In words, if vision and 
language are connected via a Galois connection, then the VRS corresponding to a 
DRS is part of a larger VRS, and a DRS corresponding to a VRS is part of a larger 
DRS. In words, vision and language representations are connected if each lingu-
istic term is matched by a visual entity, which is part of a ‘larger’ scenario, and if 
each linguistic term expressing a visual object is part of a sentence. Informally, a 
Galois connection is a method of defining an isomorphism between structures in 
which weaker relations can also be defined: it allows us to express not only that 
structures ‘look the same’, but also to compare the relation between many ele-
ments of one structure to an element of the other structure (e.g., Ganter & Wille 
1998: chap. 1). 
 The strength of this proposal is that it allows us to define a degree of 
accuracy by which a certain sentence describes a state of affairs and vice versa. For 
instance, an adposition matches a spatial representation when the two following 
conditions hold: f(v)=d’ and g(d’)=v. In words, if a book is supported by the top 
vertical surface of a computer, then the adposition on top of is quite ideal match 
for this scenario, since we intuitively have f(on-top)=on-top’, but also g(on-
top’)=on-top.  
 While identity cases are in a sense trivial, cases of partial matches allow us 
to grasp the crucial strength of the proposal. For instance, an adposition 
expressing only support of the book by the computer is intuitively less accurate 
(i.e. on) than on top of, which expresses the specific surface offering this support. 
This because it will represent only a part of the spatial representation in which 
book and computer are involved: if g(on’)=on and on≤on-top, then we will have 
g(on’)≤on-top to hold. In words, on represents only a part of a certain extra-
linguistic scenario, and thus will be less accurate than on top of. Conversely, the 
relation on’≤f(on-top) also holds, i.e. on is less accurate than the adposition which 
would perfectly match the said scenario. Hence, the part-of relation, when it is 
defined on ‘mixed’ objects by means of a Galois connection, can be interpreted as 
relation expressing a degree of accuracy of a sentence, an adposition or any part 
of speech, with respect to the extra-linguistic context.  
 This proposal on the vision–language interface makes two main predic-
tions. First, it predicts that the ‘amount’ of spatial (visual) information expressed 
by a sentence is flexible, and may be as accurate as the corresponding visual sce-
nario, but also that the same scenario can be described by adpositions of different 
‘accuracy’. Second, it predicts that, since the ‘binding’ between the two layers of 
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information may go in both directions, there is no ‘causal’ relation between these 
different computations, so one type of information is processed independently of 
the other. We are quite able to evaluate whether what we see refers to (or 
matches with) what we say and vice versa, but both mental processes need not a 
constant, unconscious feedback between the two levels of comprehension to 
occur. In words, we can say a lot about ‘where’ things are (including, but not 
limited to, geometric relations), but need not to limit ourselves to what we see.  
 A formal treatment of this ‘parallel’ processing can be represented as 
follows:  
 
(29) I V    VD    D 
 t. (a+b)         (a’+b’) 
 t+1.  (a+b)=g(a’+b’)  f(a+b)=a’+b’ 
 t+2.  (a+b)=g(a’+b’)  f(a+b)=a’+b’ 
 
In words, at some interval in a computation, the two types of information are 
first mapped onto the other domain, and then (dynamically) bound together if 
the two ‘flows’ of the process yield the same result, possibly compared in terms 
of accuracy in a common logical space, which is represented as ‘VD’. Inform-
ally, we check if what we see matches with what we say and vice versa, hence 
obtaining a ‘broader’ picture of facts. Since what we see needs not to match with 
what we say, the binding relation between these two types of information is 
entirely optional and, as we have discussed so far, it ultimately represents a top-
down translation process, which can be more or less accurate. 
 One important thing to note is that this formal treatment is modular also 
because the binding of two types of information is explicitly represented as a dis-
tinct result of a matching operation. If we would have assumed that the binding 
occurs by the simple co-synchronous occurrence of these operations, our archi-
tecture would actually have been connectionist, in nature. While the two processes 
are isomorphic and can be tightly connected, they are nevertheless two distinct 
processes, and a third process is their matching relation (i.e. binding); see Marcus 
(2001) for discussion. Now that we have gone through the formal details and 
their predictions, we can focus on their empirical support, which I shall analyze 
in the next section. 
 
4.2. Testing the Theory against the Data 
 
The theory I have proposed in the previous section is consistent with general as-
sumptions about vision and language as parts of a cognitive and modular archi-
tecture (cf. e.g. Jackendoff 1997, 2002), and possibly offers a more fine-grained 
and formally precision analysis and representation of these modules and their 
processes. In this section I shall explain more in detail why this theory is consis-
tent with previous proposals and offer an ‘improved’ model of their insights, and 
why it is consistent with general assumptions about cognitive architecture, i.e. 
why the two main predictions I offered in the previous section hold. I shall focus 
on four topics, offering evidence that confirms these predictions.  
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 A first topic pertains to the ‘amount’ of space found in language. Let me re-
peat (13) and (14) as (30) and (31) to illustrate the point: 
 
(30) The book is on the tip of the left edge of the blue table. 

(31) The book is on the table. 
 
The crucial difference between (30) and (31) is that both sentences may be used to 
convey information about the same extra-linguistic scenario, but (31) is definitely 
more accurate than (30). Vision-wise, a scenario in which the book is supported 
by the tip (of the edge) of the table is also a scenario in which a book is supported 
by the table — hence, the relation on≤on-top holds. language-wise, the DRS repre-
senting (31) is part of the DRS representing (28), so the relation on’≤on-top’ 
holds. Hence, the following identities g(on-tip’)=on-top and g(on’)=on hold, as 
well as on-tip’=f(on-top) and on’=(on). We can then observe that the relation 
g(on’)≤on-top holds, i.e. that (31) is a partial representation of the same scenario 
that (30) is a total representation of, and thus a less accurate description of facts. 
Conversely, the relation on’≤f(on-top) holds, i.e. (31) expresses part of the infor-
mation expressed by (30), and thus of the scenario that (30) represents.   
 A second topic pertains to the different degree of accuracy that two sen-
tences can have in describing a certain scenario, when involving different adpo-
sitions. If the meaning of two adpositions overlaps or stands in an entailment 
relation, then speakers may favor one over another, when they need to associate 
it to visual information. The entailment cases are quite intuitive, and can be seen 
as a general case of the relation between (30) and (31). In a situation in which a 
book is supported by the upper part of a drawer, on top of may be judged as a 
‘perfect’ adposition to describe this situation while on, that is entailed by on top of, 
may be considered as less appropriate, with respect to the scenario it purports to 
match with. 
 The cases in which adpositions overlap in meaning require some more dis-
cussion. Let me repeat (10) and (11) as (32) and (33) to illustrate the point: 
 
(32) The painting is on the wall. 

(33) The painting is in the wall. 
 
In a scenario in which a panting is literally encased in the wall, (33) may be a 
more accurate sentence to describe this scenario than (32), because it may express 
in a more precise way the matching extra-linguistic scenario. Intuitively, if a 
painting is in the wall, it is certainly supported by it, and actually part of the 
wall’s surface, rather than just adjacent to it (as for on). Formally, we can say that 
in is more accurate than on with respect to the aforementioned scenario if the 
following holds: if in’≤on’, then on’∩in’=in’, i.e. in is a part of on and its meaning; 
and thus, if g(on’)≤g(in’), then g(on’)∩g(in’)=g(in’), i.e. in describes a more specific 
scenario than on, and is hence considered more accurate. 
 The treatments I discussed in the first and second topic are consistent with 
results like those of Coventry & Garrod (2004), Regier et al. (2005), and much of 
the aforementioned literature on spatial sentence processing, which also cover 
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the relations between e.g., above and on, in and under, and so on. It is also consist-
ent with Levinson & Meira’s (2003) cross-linguistic results, which are indeed 
based on how adpositions can be conceptually organised in terms of increasing 
accuracy and specificity of their use in (implicit) context.20 This literature also 
offers indirect evidence of the validity of my proposal: Most experiments aim to 
test how participants consciously match visual stimuli with linguistic stimuli, 
evaluating how accurate sentences can be in describing a scenario. Hence, it indi-
rectly supports the view that the functions f and g represent conscious processes. 
 A third topic pertains to a complex case, that of the relation between vision 
and language with respect to reference systems and their computation. Again, 
works like Carlson-Radvansky & Irwin (1994), Carlson (1999), or Regier et al. 
(2005) show that, when speakers interpret axial terms such as to the left of, their 
accuracy can be measured with respect to different reference frames, e.g., 
whether a chair is to the left of a table with respect to the observer (relative 
frame), the chair itself (intrinsic frame), or an environmental cue like the floor 
(absolute frame). What I have suggested for ‘standard’ adpositions can be 
extended to these ‘axial’ adpositions as well, with no need to make any further 
assumptions. Furthermore, although some proposals conjecture that the ‘cogni-
tive’ procedures by which ‘absolute’ spatial relations are computed dramatically 
differ from other visual procedures (e.g. Levinson 2003), their mapping onto 
linguistic unit seems to be rather ‘ordinary’. Whether we may compute a polar 
direction such as the one corresponding to North via an entirely different set of 
cognitive resources than the ones involved in e.g., computing the support re-
lation corresponding to on, the two adpositions share the same underlying gram-
mar, and seem not to reflect this ‘cognitive difference’, if it exists. 
 From these three topics we can observe that the first prediction of my novel 
interface approach, the flexibility of this interface, is substantially borne out. This 
allows to make a further general comment regarding the “how much space” 
problem, and how we may choose the degree of accuracy we want to express. 
The literature gives us the relevant answer regarding how this process comes 
about, in the guise of theories of sentence planning and production. For instance, 
in a theory of sentence-planning (speaking) like Levelt (1989), speakers are as-
sumed to decide, at a pre-linguistic level, both which basic ‘facts’ and the re-
lations between these facts they wish to convey (Levelt’s level of macro-planning), 
and consequently which language-specific rules (syntactic and semantic alike) to 
use in order to convey these facts (Levelt’s level of micro-planning).  
 For our discussion macro-planning represents the relevant aspect of pro-
duction, since it indirectly defines “how much” we may express about extra-
linguistic information. In slightly more formal terms, macro-planning may be 
treated in the following way. A speaker may look at a certain general visual 
context V and may decide to express part of this scenario via the selection of a 
certain VRS v. Given a selection function s, this process can be represented as, for 
                                                        
    20 A conjecture is that classical results of prototype theory (e.g. Rosch 1975) may actually find a 

formally precise account, if we, for example, pursue the intuition that a noun such as robin 
may be seen as the perfect linguistic label for the sum of all visual/cognitive information we 
ascribe to birds, rather than penguin. This intuition is actually pursued in Ganter & Wille 
(1998) and especially in van Eijck & Zwarts (2004) in thorough detail. 



Space and the Vision–Language Interface 
 

205 

example, s(V)=v. For instance, a speaker may look around a room and may de-
cide to say that a certain specific book is on the tip of the left edge of the blue 
table. The selected VRS v would actually stand for the complex VRSs represent-
ing book, blue table, edges, and tips, and the relations holding between these 
VRSs.  
 The sentence corresponding to this VRS, which we can represent as f(v)=S’ 
and thus as f(s(V))=S’, indirectly represents which pre-linguistic facts are chosen 
by the speaker as finding their way into language. The amount of space finding 
its way into language roughly corresponds to the speaker’s intentions to be more 
or less accurate in describing a scenario and his eventual desire to express one 
outstanding aspect over another. Although he may do so via different micro-
plans, i.e. via the choice of different words and sentence, this choice is inherently 
flexible, rather than dictated by constraints on what type of spatial information 
finds its way in language. This is captured by the function f taking the function s 
as its input. Informally, we may decide to say something about the scene we are 
paying attention to and, in doing so, we selectively (and consciously) pick out 
visual information about this scene, then ‘convert’ it into the corresponding 
sentence, thus effectively deciding how much ‘space’ gets into language. 
 A fourth topic pertains to the relation between vision and language in case 
of cognitive impairment in one of the two modules. The intuition is the follow-
ing: If my theory can predict how the vision–language interface works, it should 
also make predictions about the problems that could arise when these modules 
are not properly interfaced — it should be breakdown-compatible (e.g. Grodzinsky 
1990). The following examples suggest that this is indeed the case. 
 A well-known fact is that people affected by Williams syndrome may have 
relatively intact language skills, including a good understanding of spatial lang-
uage, but are usually unable to assess even basic spatial relations from a visual 
perspective. These patients may be able to understand an adposition such as in 
front of, but may not be able to evaluate what is the front of an object (e.g. Landau 
& Hoffman 2005 and references therein). 
 An obvious account, in the current proposal, is that, since spatial vision is 
quite impaired, it will not be possible to have a visual input that will correspond 
to a linguistic output. That is to say, the function f(v) will be undefined, since it 
will have no input, and so the function g(d’) will be undefined as well. As a con-
sequence, it may not be possible for individuals with Williams syndrome (to give 
one example) to relate what they see to what they say. As it stands, my proposal 
seems to be consistent not only with a general modular approach to cognition, 
but also with a general approach to cognition and its disorders.  
 Another well-known case of a cognitive disorder affecting one side of the 
‘space’ interface is aphasia. In Broca’s aphasia, omission of prepositions (among 
other functional words) is well attested, while spatial vision is usually (complete-
ly) spared. Adposition omission in aphasia may be gradual and patients tend to 
omit more general adpositions (e.g. at) rather than less general adpositions (e.g. 
in front of; see e.g. Trofimova 2009 for a recent review). Regardless of their degree 
of language impairment, aphasics usually lose their ability to produce but usu-
ally not their ability to comprehend adpositions, and, more generally, language; 
hence, they are able to understand whether adpositions correctly describe a scen-
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ario or not. While one aspect of spatial language can be dramatically impaired 
(e.g. production), all other aspects of both spatial vision and language, including 
their interface, are substantially spared, in line with my assumptions. 
 A similar account may be extended to another cognitive disorder, that of 
dyslexia.21 Models like the Dual Route Cascaded model of reading aloud (DRC; e.g. 
Coltheart et al. 2001 but also Beaton 2004), the processing of (‘reading’) a single 
word is assumed to occur via three parallel processes, one in which we visually 
recognize a written word (non-lexical route), and one in which we (may) retrieve 
its lexical entry as well as its phonological and syntactc-semantic properties 
(lexical/sub-lexical route). Although one process can be faster than the other, full 
recognition of a word occurs when both processes converge to the same output, 
but fails if the ‘visual’ process is damaged (failure to read graphemes and words, 
or shallow dyslexia) or the ‘linguistic’ process is damaged (failure to understand 
the meaning of words, or deep dyslexia). 
 As per the other cognitive disorders, our theory of the vision–language 
interface is consistent with this analysis of dyslexia without any further assump-
tions. Although for dyslexia we would certainly need a more accurate and 
specific analysis of both sides of the problem, the intuition seems to be correct: 
We may not be able to see certain visual objects correctly, but we may still 
retrieve their corresponding linguistic labels, and vice versa. We can also observe 
that the second prediction is borne out, since these cognitive disorders show that 
spatial computations can occur both at the visual and linguistic level and can be 
bound together, but also that this binding process is not necessary. In fact, even if 
one side of this process may be completely impaired, the other side will be still 
able to work independently. 
 Summing up, the discussion of these four topics suggests that our vision–
language interface theory can have theoretical value and can withstand empirical 
scrutiny, even once we look beyond the topic of space. As we have seen, visual 
and linguistic representations can be matched in a quite precise way, but the 
processes regulating this matching of information is inherently conscious, that is, 
based on a speaker’s top-down thought processes. Speakers may wish to be more 
or less accurate in describing a scenario and may evaluate sentences with respect 
to their descriptive accuracy. They may be able to understand spatial language 
even if they can’t navigate the environment and, for complex tasks such as 
reading (i.e. the codified matching of visual and linguistic stimuli), they require 
conscious and protracted effort to establish the proper mappings, provided that 
this mapping is not impaired by cognitive deficits.  
 These facts are somehow hard to explain in previous accounts of the 
vision–language interface but fall out as predictions of the theory I have sketched 
so far due to its flexibility. This theory also presents in detail the convergences 
between space, vision, and language, offering a view in which these two modules 
are remarkably similar; as such, it may appear that there is little or no difference 
between the two modules, both from a structural and a content-bound point of 
                                                        
    21 Dyslexia can be informally defined as a cognitive disorder which influences our ability to 

successfully read, i.e. to either successfully decode the sequence of graphemes (‘letters’) 
making up a written word, or to properly interpret a word, and access syntactic information 
about it. See Beaton (2004) for a thorough introduction. 
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view. I shall focus on these differences in the next section.  
 

4.3. What Is Unique to Language, and Why 
 
The discussion I have offered so far has sketched the strong similarities between 
vision and language as modules of cognition. It has also offered an attempt to 
explain how these two modules exchange information — for instance, via the 
synchronization of their processes. (Spatial) vision and language seem to be 
remarkably similar modules, and it is not surprising that in some quarters they 
are considered as contiguous modules, if not the same module, in some respect 
(e.g. Talmy 2000, Coventry & Garrod 2004). 
 There are, however, a number of properties of language which seem rather 
hard to reduce to general, non-linguistic features, and which inherently involve 
the possibility in language to convey information about ‘unbounded’ quantities. 
In the common parlance of biolinguistic research, much of our discussion up to 
this point has focused on defining the properties that can be ascribed to the broad 
faculty of language (FLB), in the terminology of Hauser et al. (2002), since I have 
mostly been concerned with the relation between vision and language, and with 
those properties that are shared by both computational systems. In this section, I 
shall sketch a very preliminary proposal, stemming from the discussion offered 
so far, on what properties are unique to language and thus may be possible 
candidates to form the kernel of the faculty of language in the narrow sense 
(FLN). I shall do so by focusing, for the most part, on spatial language. I shall 
discuss these properties in a less formally rigorous way, focusing on speculative 
aspects of the discussion. 
 Look at the examples: 
 
(34) Mario has gone to the store three times. 

(35) Mario may go to the store. 

(36) All the boys have gone towards the store. 

(37) Every boy will go toward the fence. 

(38) A boy may come to the party. 

(39) Some boy may come to the party. 

(40) Mario always goes to the store. 

(41) Mario seldom goes to the store. 

(42) Where are you going? 

(43) I am going there, too. 

(44) Mario lends a book to Luigi. 

(45) Luigi borrows a book from Mario. 
 
In (34), Mario’s going to the store is described as occurring three times or 
instances, but little is said about when this happens: It may occur one time right 
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now, one time yesterday, and one time when he was a young lad. Two of the 
events that the adverb denotes cannot be mapped onto visual inputs, because 
two of them cannot correspond to current facts, but rather to ‘memory traces’ we 
have recorded of them. Language allows us to merge together pieces of infor-
mation which do not necessarily correspond to one modality, into a unified type 
of information. 
 In (35), Mario’s possible event of going to the store is something that we 
conceive as occurring in, say, a few more minutes, or whenever he feels like it, 
perhaps tomorrow. In the case of the non-current events of (34), the modal auxili-
ary may simply denote a linguistic unit which hardly can find a visual unit as its 
counterpart. In (36) and (37), the amount of boys that have gone to the store may 
vary, and may involve pairs or triples (or bigger quantities), but each of these 
possible combinations of boys will go to the store, without any exceptions. 
 In (38) and (39), instead, we may not know the identity of who is going to 
come to the party, except that it is likely to be a single boy, someone who we may 
have not mentioned so far and may never come to know, let alone see. These 
cases may already show that the mapping from vision to language can be quite 
partial (i.e. not always defined), but the following cases should give even 
stronger evidence. Adverbs such as always and seldom, as in (40) and (41), suggest 
that we may even convey linguistic information about several (infinite) situations 
(sets of events) in which Mario goes to the store, or say that such situations are 
rare but do occur (i.e. seldom).  
 Examples like (42) and (43) show that we may actually rely on someone 
else’s ability to access information in order to retrieve information of Mario’s 
whereabouts: If someone answers our question, we will be able to know Mario’s 
location without actually seeing this location, and if someone has already told us 
where Mario is going, we may say that we are going there, although we may not 
be able to see “where” “there” is. In (44) and (45), the same set of events is pres-
ented under two different, and in a sense complementary, perspectives: While 
the visual scenario is in a sense the same (a book is temporarily exchanged, bet-
ween Mario and Luigi), the two sentences express these facts from Mario or Lu-
igi’s perspective, respectively. 
 There are two generalizations that we can make from these examples. One 
is that language may convey information which can be multi-modal, in the sense 
that linguistic units may bring and represent together information which comes 
from different cognitive sources, and may have no extra-linguistic instantiation 
whatsoever. This is not surprising if we look at language at a module that only 
processes internal information, stripped of any perceptual or modal-specific as-
pects (unlike vision), but it is also consistent with various theories of memory as 
a ‘mental’ model in which we record and organize memory. 
 One way to look at this aspect is the following, and it is based on theories 
of memory like Cowan’s (1988, 1995, 2005). In this theory, long-term memory is 
seen as the model representing all the information we may have stored about the 
world, whether it is veridical or not (i.e. whether it is represented in episodic me-
mory or not22). Short-term memory, on the other hand, can be seen as the current 

                                                        
    22 Episodic memory is a component of memory which ‘records’ perceptual information regard-
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part of long-term memory which is accessed and evaluated at a given time. In our 
logic, long-term memory can be seen as a static model <D> or <V>, while short-
term memory can be seen as the dynamic counterparts of these models, <I,D> or 
<I,V>. 
 For instance, we may have observed Mario going to the store in three very 
different moments of our life, but if we use a sentence like (32), we represent 
these otherwise separate events of time in the same representation (ultimately, a 
DRS) in our short-term memory. Language allows us to define a ‘common space’ 
in which ‘displaced’ events form a may form a consistent representation insofar 
as they share the same formal properties (e.g., being three instances of a walking 
event), and thus are stripped of any constraints on perceptual information — but 
may also be bound with other ‘portions’ of short-term memory (e.g., visual com-
putations; cf. the previous section). Informally, an adverb like three times says that 
there are three contiguous intervals in a derivation in which three events of going 
to the station become logically contiguous, i.e. we have a+b+c at an interval t+n. 
 Another generalization is that language can express relations and quanti-
ties which are not necessarily finite (or bounded), and is not limited to offering 
one perspective. This latter, (quite) rough, intuition is based on our last pair of 
examples, but several other similar examples could be made; think of any active 
sentence and its passive counterpart, for instance. If we think in slightly more 
formal terms, we may construe (42) as representing a scenario in which Mario’s 
actions as an ‘agent’ operates onto Luigi as a ‘patient’, and can be schematically 
represented as a→p. We can then assume that (43) can be represented as the 
inverse type of relation, which can be represented as also ¬(a→p). In very inform-
al words, we can represent that the sequence of events expressed by (43) flows in 
the opposite direction of (42), as the informal use of negation aims to represent, 
although we express the order of relevant entities in the same way as in (42).  
 This is possible because in language we can express the same underlying 
conceptual structures under different ‘perspectives’, but via virtually the same 
logical apparatus (cf. also Landman 1991: chap. 3 and 2004: chap. 7–8). Again, if 
we think of language as defining a conceptual ‘space’ not constrained by percep-
tual limits, then the same underlying information can be expressed in two appar-
ently opposite ways, which, however, underlie the same logical principles (e.g., 
monotonicity). Although (42) and (43) describe the same extra-linguistic event, 
their interpretations represent two possible ways by which language can struc-
ture this information. 
 Another form of ‘unboundedness’, its linguistic realization as well, is ulti-
mately represented by the interpretation of quantifiers and other ‘expressions of 
quantity’, as the examples show. Informally, in language we can express infor-
mation about numbers of individuals which are far greater than the amount of 
individuals we can ‘see’ and which can be structured in rather complex and fine-
grained ways, as adverbs like seldom and always suggest.  
 This can be illustrated via a detailed analysis of (34) and (35). Note here 
that I shall depart quite dramatically from DRT and treat a quantifier like every as 
represented by a logical operator rather than a duplex condition. In both senten-

                                                        
ing the first time we observe a given event.  



F.-A. Ursini 
 
210 

ces, it is possible to represent the contribution of all and every to the sentence in 
terms of the universal quantifier, which I shall here represent in its Boolean 
incarnation, ‘∧’ (e.g., Montague 1973, Keenan & Faltz 1985). This symbol can be 
informally interpreted as a form of unbounded coordination: Informally, the sen-
tence Every boy has gone to the store can be interpreted as the equivalent of “Mario 
has gone towards the store and Luigi has gone to the store and…”, i.e. as if we 
were to state each possible boy in a large, perhaps infinite, domain of discourse, 
one by one. 
 Suppose then that we take the set of boys as a list (sequence) of boys in 
discourse. The DRS representing all the boys is equivalent to the merging of the 
DRS representing the sum of the last boy with the sequence of boys occurring 
before him in this infinite list. We define the interpretation of a universally quan-
tified noun phrase (its DRS) via the sum of the interpretation of its parts, via 
induction (its constituting DRSs).  
 This can be represented as: 
 
(46) t.   [{x–2}:boy’(x–2)]+[{x–1}:boy’(x–1)]= 
 t+n.   [{x–2,x–1}:boy’(x–2),boy’(x–1)]= 
 t+n+1. [∧x:boy’(x)] 
 
With the referent/individual (x–2) representing the list of boys preceding the last 
boy (i.e. the second-to last (complex) referent), (x–1) representing the last boy, 
and ∧x representing the ‘new’ referent obtained from the merging of the two 
‘old’ referents. This is a recursive, inductive definition of the universal quantifier, 
in terms of an unbounded form of merge, and its interpretation. In words, we 
interpret the universal quantifier as the result of taking each referent in discourse 
via one common condition. This result is another DRS, the DRS representing the 
result of taking each referent which can be identified as a “boy” one by one, i.e. 
via the product of each condition merged in a DRS, here represented as ‘∧’.  
 These considerations can be also extended to other quantifiers with the 
proper provisos, but also to adpositions, thus suggesting that spatial language is 
also ‘unbounded’ in its interpretive range. For instance, the relational component 
of any adposition (e.g. near) can be recursively defined as the merging of two 
opportune relations. Abstracting away from the specific condition on proximity 
(i.e. near’) and with some notational fantasy, “near” can be represented as: 
 
(47) [{s,s’}:s≤s’]=[{s,s’–2}:s≤(s’–2)]+[{s,s–1}:s≤(s’–1)] 
 
Here the ‘geometry’ approach to adpositions is quite useful to illustrate the intui-
tive meaning of (47). If a figure is the ground when it occupies a certain region, 
then it will be near the ground if it occupies any region which is included in the 
bigger region. Conversely, once we sum all the (sub)-regions in which a figure is 
near a ground, then we will obtain the ‘general’ region which can be labeled as 
near.  
 This way of representing the universal quantifier, and in general of repre-
senting quantified noun phrases, as well as the interpretation of near and other 
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adpositions, is informally based on one recursive function, the Fibonacci series, 
which allows to define one object (e.g., a natural number) as the sum of its direct 
predecessors. Intuitively, it may be extended to all of the other functional words I 
have discussed in examples (34)–(45), and to any expression that captures a form 
of quantification. 
 Several authors have argued that the Fibonacci series can represent how 
recursion is expressed in language (e.g. Soschen 2008 and references therein), but 
one may also assume that the successor function may be a recursive function that 
can also be used to represent the recursive nature of syntactic processes (see 
Landman 1991: chap. 1 for discussion). The crucial aspect is that, since language 
is different from vision by being fully recursive at a syntactic level, it will also be 
different in having terms which directly express the result (interpretation) of this 
unboundedness, and thus will be fully recursive at the semantic level. 
 An indirect way of capturing this difference is by enriching our logic repre-
senting language, so that we have the tuple L=<D,+,≤,∧>. This tuple represents 
the ‘structure’ of language as including not only a minimal syntax (merge, ‘+’) and 
semantics (the part-of relation, ‘≤’), but also a set of operators, here represented by 
the universal quantifier, that denote the result of linguistic processes. We have an 
indirect reconstruction of the distinction between FLN and FLB.  
 This reconstruction is indirect only because recursion is a resulting 
property of the ‘logic of language’, but it nevertheless represents one (maybe the) 
element of distinction between vision and language. Informally, it tells us that 
language has certain recursive closure principles which allow to label not only ob-
jects from other models (e.g. nouns for objects), but also to express the processes 
by which we collect together these objects into abstract structures. Adpositions 
represent one case, and quantifiers represent a more language-specific case, but 
the same reasoning could be applied to any functional word in language. We are 
able to talk about, for example, all the past boys and apples because we are able to 
compute a referent that stands for the combination of two different sets of entities 
(i.e. boys and apples), possibly representing entities ‘displaced’ in time and space 
— even if these sets may include an infinite amount of ‘smaller’ referents (i.e. 
each single boy and apple).  
 It is also indirect because, as we have seen, visual and linguistic infor-
mation are processed as distinct types of information, although they are potenti-
ally connected up to isomorphism. While there can be an intimate relation bet-
ween what we see and what we say, language is not bound by other modules of 
cognition in its expressive power, although the entities that make up the universe 
of discourse denoted by language must be the result of previous processes of 
interpretation, as the closure principle entails. 
 One important aspect, however, is again that vision can be represented via 
a similar, although less ‘powerful’, logical structure: As observed in Pinker & 
Jackendoff (2005) and Jackendoff & Pinker (2005), a number of ‘structural’ or 
hierarchical properties are domain-general, and thus not unique to language, 
because they represent domain-general logical principles by which we process, 
retain, and organize different types of information. Vision represents here one 
important case, but the phonological component of language also offers a similar 
case, and other examples abound (e.g., the ‘grammar of action’ analyzed by Fujita 
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2009, the ‘grammar of music’ in Jackendoff & Lerdahl 2006, or the ‘grammar of 
phonetics’ of Reiss 2007). 
 The intuition behind these considerations is the following. Each module of 
cognition that is properly definable can be represented via the same underlying 
logic, which I have presented here in two slightly different ‘incarnations’. The 
structures defined by this logic are models of the ‘things’ they represent, for 
instance visual objects. These models can be infinite, since they can potentially 
represent, for example, the infinity of objects we can recognize, events we can 
witness, and so on. The models defined by each module can be mapped onto a 
‘common’ logical space, that of language: We can talk about what we see, smell, 
think, believe, etc. 
 This very informal discussion can be made more precise via the discussion 
of a well-known theorem of model-theoretic semantics, the Löwenheim–Skolem 
theorem. This theorem can be very roughly paraphrased in the following way: If a 
first-order logic has infinite models, then it is a corresponding countable infinite 
model. In our case, its import can be seen as follows. We may define several logi-
cal systems, each of them representing a single module of cognition. Each logic 
has the same underlying (and thus domain-general) syntactic and semantic prin-
ciples. Each logic can define an infinite model: We may be able to recognize an 
infinity of (moving) objects, an infinity of sounds, realize an infinite of possible 
actions, and so on. Defined in this way, each logic/module appears to be an 
independent system, an internal model that potentially allows to represent how 
we can interact with the external world, but needs not to rely on ‘external’ inputs 
for these computations. 
 The Löwenheim–Skolem theorem tells us that even if we have an infinity of 
such logical systems, it is possible to define a more general logic which includes 
all of these modules in a ‘common’ logical space. More precisely, the downward 
part of the theorem tells us that, if a model is (countably) infinite, then this model 
may include an infinity of possible sub-models, themselves infinite. The upward 
part of the theorem tells us that for each (infinite) sub-model, we can find an 
extension of this model that includes the sub-model and some other elementary 
statements. So, if our ‘main’ model represents language, it will include models of 
other modules as proper sub-models (downward part); if a module such as 
vision can be represented via a model, then this model can be integrated inside 
the main model of language (upward part). 
 The conceptual import of this theorem can be dynamically interpreted as 
follows. We can assume that, for each (well-formed) visual computation, we can 
have a matching VRS in our model of vision. Each visual information unit can 
then be mapped onto the language model, and thus be part of a general model 
that includes other types of information (upward part). Conversely, for each ling-
uistic unit so defined, a corresponding non-linguistic unit can be found, so that 
from the general model, we can move to the more specific model (downward 
part). This process can unravel over time: for each thing we see, we may have a 
corresponding noun, which we then associate to any object that has that shape, to 
put it in a very informal way. The same principle of closure can be defined for 
adpositions (and verbs): For each type of spatio-temporal relation between 
objects we ‘see’, we may have a corresponding adposition, which we associate to 
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any relation that has that spatio-temporal structure, or ‘shape’. 
 Both model (language) and sub-model (vision) will thus be expanded or 
updated over time, but the underlying (Boolean) structure representing these 
processes and their results will retain the same basic structure, as this update 
process will be guided by the same basic principles. Informally, these models can 
become quite ‘rich’ over time, but the basic structural principles by which their 
growth occurs remain the same, as a consequence of their recursive definition. In 
this regard, (full) recursion represents the possibility for the language to appar-
ently expand ad infinitum, representing any type of information in a common 
space. Similarly, the relation between the language model and its sub-models, 
which takes the shape of interface relations/conditions, represents the possibility 
that language (recursively) emerges as a ‘general’ model, generated by the projec-
tion of all models of cognition into a ‘neutral’ logical space.23 
 I shall thus propose the following answer to the third research question: 
 
A–3: The nature of the vision–language interface is that of a bijection; recursive closure 

principles and interface conditions define what is unique to language. 
 
What distinguishes language from other modules of cognition is not the type of 
underlying structure, but two properties emerging from this structure and its 
ability to represent other structures in common space, (full) recursion and inter-
face conditions. The answer I offered so far is virtually the same offered by 
Hauser et al. (2002), although the argument on which I have based my answer is 
relatively different, and perhaps places a greater emphasis on the interaction 
between recursion and interface conditions and their inherent ‘logicality’, as the 
kernel properties of FLN. This answer is also consistent with the considerations 
made by Pinker & Jackendoff (2005) and similarly-minded contributions to the 
FLN/FLB debate, since it suggests that language and other modules of cognition 
are quite more similar than it may appear at first glance.  
 The answer I offered so far might also offer an insight with respect to one 
important Biolinguistic problem, the emergence of language from an 
evolutionary perspective. I tentatively suggest the following way to look at this 
problem, assuming in advance that what I shall say in this paragraph is nothing 
more than a wild (and perhaps wrong) conjecture. If we take a logical perspective 
and compress the evolutionary millennia into a conceptual space, then the 
emergence of a FLN kernel, from an evolutionary perspective, occurs when the 
integration of different types of information into a common format emerges. 
 Pushing this speculative line to its logical limit, we might assume that at 
some point, roughly 200,000 years ago, our ancestors were (suddenly?) able to 
compare what they saw with what they said, and vice versa. From this initial step, 
which could be called the first step of induction, we might as well as assume that 
the n+1th subsequent steps followed suit over the next few hundred of thousand 
years, taking shape as the unraveling of the gamut of languages we can currently 
                                                        
    23 This assumption leaves open the problem of ‘how many’ models make up our cognitive 

architecture that are integrated in this model. I leave open this question, but I assume that 
we can leave out the ‘massive modularity’ hypothesis typical of some evolutionary psycho-
logy literature. See Fodor (1998, 2000) for further discussion, however.  
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attest in the world (see e.g. Piattelli-Palmarini & Uriagereka 2005 for discussion 
and some references). 
 This single and yet very powerful emergent property could have arisen as 
the possibility (perhaps, necessity) to integrate different bits of information into 
an internally coherent (and perhaps optimal) representational/computational 
system. It might have been the case that language arose as the ‘proof’ that it is 
possible for different cognitive processes/modules to combine together into a 
unified, coherent cognitive architecture; thus it emerged entirely because of inter-
nal, structural pressures (Buzśaki 2006), although it became one tool (out of 
many) for humans to grasp and represent facts about the world, including the 
position of the things we see around us.  
 I shall leave these complex topics aside, and focus my attention back to our 
much more modest topic of discussion. Given the discussion I offered so far, I 
shall propose the following answer to the global research question: 
 
Q-A: The relation between spatial vision and spatial language is an isomorphism, as both 

models represent the same ‘amount’ of information via different types of infor-
mation. 

 
This answer sums up the results of this section. Note that, while in this section I 
have suggested that language, broadly defined, describes a model which includes 
a model of vision as one of its proper parts, if we focus on spatial language, then 
this portion of language has the same structure and properties of vision; 
consequently, it (correctly) appears that vision and language are more similar 
than it seems, as observed in much literature. Much more could be said about 
this topic, as the discussion I have offered in this section can only be thought as a 
very preliminary attempt at refining a notion of FLN (and FLB, for that matter) 
and its emergence, from the point of view of ‘space’. For the moment, though, I 
shall leave this discussion aside, and move to the conclusions. 
 
 
5. Conclusions 
 
In this paper, I have offered a novel proposal regarding the relation between 
vision and language with respect to ‘space’ — our understanding of things and 
their place in the world. I have argued that our spatial vision and language are 
quite abstract in nature, as they involve the processing of various types of infor-
mation and their ability to individuate objects and the events they are involved in 
as well as the ‘structural’ relations that emerge from this process of individu-
ation. 
 In doing so, I have offered a number of innovations on several closely 
related topics, including an updated review of the debate, a model-theoretic 
approach to vision which covers data usually ignored in the debate on ‘space’ 
(via the VRT proposal), a novel DRT treatment of adpositions, and a novel 
analysis of the vision–language interface, and what consequences this analysis 
has for a general theory of the language faculty. 
 The general picture I offered is one in which different models of cognitive 
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processes can be formally defined in detail, and then embedded into a more 
general model of ‘knowledge’, modeled via a particular approach to Fodor’s 
(1975) notion of ‘language of thought’, DRT, and the ‘modularity of mind’ hypo-
thesis (Fodor 1983), although taken from a definitely more logical stance (as in 
e.g. Crain & Khlentzos 2008, 2009). Informally, language represents a ‘neutral’ 
logical space, a model of knowledge representation in which different concepts 
can be freely combined together, since they are already stripped of their ‘external’ 
constraints when they are represented in the corresponding models (e.g., Asher 
& Pustejovsky 2004, Asher 2011, and references therein). A similar reasoning 
holds for the articulatory-perceptual side of language. While we need to organize 
speech streams, say, into coherent units, the result of this process must then be 
organized into a coherent structure of syllables, words, and utterances which 
may be organized according to processes and relations not unlike those of other 
modules, and which are then mapped onto concepts, and thus lose their 
‘external’ part. See Reiss (2007), Hale & Reiss (2008), and Samuels (2009) for 
discussion. 
 In this regard, language is the model that comes into being when all other 
‘sub-models’ expressed by other modules of cognition are joined in a common 
logical space, and which might have emerged as the ‘projection’ of different 
cognitive modules into this common logical space. With respect to this neutral 
logical space, then, spatial language represents that fragment of space which 
represents spatial vision, i.e. our abstract representation of things in the world, 
whether this representation is veridical or not. As a consequence, the proposals I 
have made here, although still very preliminary in their nature, can be seen as 
offering a better picture not only on what is the nature of spatial representations 
in vision and language, but also on the logic behind the processes by which we 
combine together these representations, and what this tells us about the general 
architecture of mind and language. 
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Quod Homines tot Sententiae — 
There Are as Many Opinions as There Are Men  

 
Larson, Richard K., Viviane Déprez & Hiroko Yamakido (eds.). 2010. The 
Evolution of Human Language. Cambridge: Cambridge University Press.  

 

by Lluís Barceló-Coblijn 
 

 
“But as my conclusions have lately been much misrepresented, and it has been 

stated that I attribute the modification of species exclusively to natural selection, I 
may be permitted to remark that in the first edition of this work, and subsequently, I 
placed in a most conspicuous position — namely, at the close of the Introduction — 

the following words: “I am convinced that natural selection has been the main but 
not the exclusive means of modification.” 

This has been of no avail.  
Great is the power of steady misrepresentation; but the history of science shows that 

fortunately this power does not long endure.” 
(Darwin 1870, final chapter of the sixth edition of  

On the Origin of Species) 

 
Richard K. Larson, Viviane Déprez, and Hiroko Yamakido (Larson et al. 2010) 
have at last published one of the most eagerly awaited books on the evolution of 
human language, in which fourteen lectures have been collected from the First 
Morris Symposium on Language and Communication (held at Stony Brook University 
14–15, 2005). The time elapsed between the conference and the publication of the 
volume is one of the reasons that make the book so interesting and long-awaited. 
The editors have chosen as their starting point the perhaps most controversial 
paper on language evolution of the last decade (Hauser et al. 2002), which could 
be secured as the volume’s first chapter; very useful indeed, as it is cited and 
commented by most of the other contributors. 
 The Roman playwright Terence (Publius Terentius Afer, 195/185–159 BC) 
once said, “there are as many opinions as there are men”.1 And as soon as one 
reads the editors’ introduction, one begins to feel that the variety of the argu-
ments and points of view therein will be more than “several”. Such feeling is in-
deed confirmed: The reader has in her hands fourteen different voices expressing 
different theories and presenting original arguments in order to support each of 
them — an attractive compendium to get an idea of the situation of current re-
search on evolution of language.  

                                                
      I am grateful to Antoni Gomila for helpful comments. This work was supported by the 

HUM2007-64086 grant from the Ministerio de Ciencia e Innovación (Spain). 
    1 The sentence of the title is thus his and it comes from the play Phormio (161 BC). 
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 The first chapter, thus, is a reprint of Hauser et al. (2002, henceforth HFC) 
and will not be commented in depth in this review, since there already exist 
plenty of writing about it, including the intense debate consisting of Pinker & 
Jackendoff (2005), Fitch et al. (2005), and Jackendoff & Pinker (2005). In a nutshell, 
HCF provides an important framework for the study of language evolution. 
More specifically, HCF propose that “recursion and the mappings to interfaces” 
is a unique property of human cognition, constituting the only relevant aspect of 
the “faculty of language in the narrow sense” (FLN) — which, at the same time, 
is the core element of the “faculty of language in the broad sense” (FLB). This 
paper has provoked (and still does) many reactions in many different fields of 
study. It puts forward a provocative hypothesis about the human uniqueness — 
an issue that worry many scientists —, this time focused on the recursive capacity 
of human beings to produce limitless hierarchically structured sentences. 
According to their view, recursion is precisely the special element of human 
cognition and the element that non-human animals lack. What makes HCF 
special is that it represents an attempt to integrate in a single field of research — 
biolinguistics — empirical and theoretical issues that concern the biological study 
of language, the study of cognition in general, and its evolution. 
 The discussions that HCF has caused among linguists are well known, 
above all, due to the three different definitions of FLN the reader can find in the 
text. Whether it means “recursion only” or rather “recursion plus mappings” is 
something has given rise to a lot of opinions. Both Fitch but above all Hauser deal 
with this topic in their respective chapters and reveal that the original text “had 
to be cut to about half its original length” (p. 75), as an excuse for such central 
ambiguity. 
 Let me provide a sketch of the four-part structure of the volume:  
 
(1) Language architecture (Chomsky, Jackendoff, Fitch, and Hauser); 
(2) Language and interface systems (Gärdenfors & Osvath, Corballis, and Sperber 

& Origgi); 
(3) Biological and neurological foundations (Dor & Jablonka, Piattelli-Palmarini, 

Lieberman, and Stromswold); 
(4) Anthropological context (Tattersall, Bickerton, and Bingham). 
 
 The editors’ purpose is to offer a storyline that provides some order within 
the chapters which deal with theoretical linguistics, genetics, biology, pragmatics, 
and so on, yet the borders of the frameworks of each contribution are not always 
clear, making evident the interdisciplinarity collected here. All of the contributors 
are reputed scientists, so it is clear from the beginning that this is not an intro-
ductory book, but a publication for advanced readers on these matters. In my 
view, this is both a weak spot (due to the possibility of losing some interesting 
details) and a virtue (because it forces the reader to take a look outside the traditi-
onal topics in linguistics and evolution). 
 
After the editors’ introduction and HCF, Noam Chomsky’s contribution is first. 
The text has been available on the internet until very recently for some time 
already, but the published version is more complete and carefully written. 
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Chomsky does not disappoint at all, in the sense that one can perceive that char-
acteristic flavor of his style. This also means that a single reading is not enough to 
grasp it completely. In the beginning, Chomsky brings his point across when he 
makes clear that he is not in favor of an adaptationist view of language evolution. 
After a historical introduction about the birth of the term “biolinguistics”, as in 
several of his papers, Chomsky invites the reader to consider whether language 
is the result of adding up “interfaces + recursion”. This is important because one 
can easily follow the concept of language Chomsky has in mind. Unlike many 
texts about language evolution, Chomsky considers language human language 
only. What’s more, he always talks about the linguistic system of H. sapiens. 
Hence, before this hominid there is no language but other kinds of communi-
cation systems. Even if the reader does not agree with that, it is of great appreci-
ation that one has not to wait and make continuous suppositions until one finally 
understands what the author means by language. We will see throughout the 
book that this is unfortunately not a general rule. 
 Thus, according to Chomsky, it is worth considering the hypothesis that 
language is a computational system able to improve the cognitive capacity of 
human mind by means of the emergence of unbound Merge within the sensori-
motor and the conceptual-intentional interfaces. In Chomsky’s view, unbound 
Merge is a relatively new feature, evolved in modern humans only. Still in the 
minimalist framework, this mechanism of merging two elements into a new one 
again and again, is able to account for the structure language seems to show. The 
times when Universal Grammar was sophisticated and specified are gone. Now 
it contains minimal specifications to get the same results. The language does not 
matter because the underlying elements — Baker’s (2002) atoms — are the same 
in Lakota, in Catalan, or in Basque. Here is where the reader can perfectly smell 
the Evo-Devo flavors: Inspired by Jacob’s idea about genetics, Chomsky argues 
that it would be useful to adopt the basic concepts of evolutionary genetics in 
order to obtain a new picture of the events that affected language throughout its 
history. Thus, if minimal changes in control gene expression yield completely 
different biological forms, the same could be applied to language. In other words, 
linguistic variation would be just the result of minimal changes, being the under-
lying mechanisms the same in all languages and shared by all H. sapiens. 
 Another important idea, this time borrowed from Alan Turing, is the view 
of organisms as “living systems” that undergo the general laws of physics and 
chemistry, so that the possible forms are far from endless. According to this view, 
the superficial variety of organisms/languages is regulated by a developmental 
genetic toolkit.  
 This is a clear effort to incorporate some of the most remarkable ideas and 
theories from evolutionary biology to the studies about the evolution of the hu-
man faculty of language. According to Chomsky, there are (at least) three basic 
factors in language design: genetic endowment, external data, and principles not 
specific to language (Chomsky 2005). In this respect, I personally like Ott’s (2007: 
4) addition of a fourth factor that “concerns the embedding of the Language 
Faculty within the mind — that is, the way it interfaces with other components”. 
It makes clear the biological frame in which language ontogenically develops, 
that is to say, H. sapiens’ brain/mind and not any other.  
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 All this is framed in an internist theory of language, a position one is almost 
forced to assume if one has — even if only generally — a formal conception of 
the mechanisms that structure language. The Cartesian stand Chomsky has taken 
traditionally is obviously defended here: In the beginning, “it was a language of 
thought”. A student of evolutionary studies or comparative psychology would 
have immediately asked: If so, what about the rest of hominids? Could H. heidel-
bergensis, H. neanderthalensis, H. erectus, and so on, make use of that language of 
thought? The answer is “no”, according to the final part of Chomsky’s essay. At 
least not as H. sapiens does. Chomsky defends the idea that the conceptual system 
of our ancestors was different from that of non-human animals. But the inclusion 
of the rest of the members of the sub-tribe Hominina is almost never taken into 
account in the theories about language evolution. Chomsky adopts a skeptical 
view about a secondary and independent language of thought (p. 55), but, if our 
(above-mentioned) ancestors had a different, non-animal conceptual system, 
could they have had that kind of mental language? Bickerton is partly right when 
he notes (pp. 199–200, see below) that Chomsky and HCF almost never take into 
account the rest of the members of the genus Homo in their hypothesis (with the 
exception of some commentaries by Fitch and Hauser related to speech — but not 
language — and Neanderthals). That the rest of Hominina could vocalize (on their 
way) is almost certain, since all other primates can, and nothing on the fossil 
record indicates the opposite. So, in which place, as regards cognition, should we 
put those hominids? Another thing that is not completely clear is that this initial 
period for the language of thought could be misunderstood as a period of silence. 
In short, it is not clear at all whether there really was a moment zero for that 
silent language of thought only, or whether it was parallel to the vocal and/or 
gesture communication system those hominids could make use of. 
 Later on, Chomsky speculates and gives an example about a theoretic 
hominid called Prometheus2 (p. 59) who, as the first member of his community 
endowed with unbound Merge, would have taken advantage of all its potential. 
We all, full-fledged modern humans, would be his descendents. Like Prometheus, 
we can make use of “duality of semantics, operator-variable constructions, unpro-
nounced elements with substantial consequences for interpretation and thought” 
(p. 59; emphasis added). Here is maybe where the prose becomes a little bit 
messy. It is clear (it should be clear) that this is a metaphor; Prometheus was alone 
in his “internal linguistic” condition, so there was, at the beginning, no place for 
“unpronounced elements”. What’s more, it was a language of thought. Chomsky 
himself often cites Ian Tattersal, a paleoanthropologist who, among other inter-
esting reflections, has argued that “the arrival of new behavioral or technological 
innovations has not tended to coincide with the appearance of new kinds of 
hominid. This actually makes considerable sense, for the only place in which a 
novelty can appear is within species” (Tattersall 2004: 22). In other words, it takes 
several generations, within a species for a novelty to be “discovered” and “exploit-
ed”. It would not be necessary to state this (the fact that Prometheus did not 

                                                
    2 Curiously, in Ancient Greek Prometheus means “forethought”; his mythological brother Epi-

metheus means “hindsight”, literally “afterthought”, but in the manner of a fool looking 
behind, while running forward. 
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exploit his potential language of thought), if we were not aware that sometimes 
we find comments on Chomsky’s words because they have been taken literally. 
His example clearly does not help much to clarify his view. A radical reading of 
this passage could come to the conclusion that Prometheus produced unintel-
ligible utterances to his own parents. This kind of literal reading can be found in 
this book in Bickerton’s chapter (p. 202). 
 
Next, we find Ray Jackendoff’s essay, which is, along with Lieberman’s (see 
below), one of the most transparent in the presentation of the hypothesis he puts 
forward. Clearly, the author has a different theory of language and, hence, a 
different view of the evolution of this cognitive faculty. Jackendoff argues that a 
good strategy in order to explore the features of language and its evolution is 
reverse engineering. He first classifies the elements that compound language in 
four different departments: (1) things necessary for language, but that did not 
require genetic changes (e.g., lungs); (2) innovations in the human lineage useful 
for language or its acquisition that serves other general purposes (e.g., theory of 
mind); (3) aspects of language that are unique to humans, that are exclusively for 
language or its acquisition that required a change of the pre-existing primate 
structures (e.g., vocal tract; in this regard, the author agrees with Lieberman in 
that the vocal tract evolved for language); and (4) something altogether new and 
unprecedented in the primate lineage. The last one would be the right place for 
FLN, according to HCF (pp. 64–65). 
 Jackendoff underlines the fact that we need to have “analyses of other 
capacities to compare them to language”. The problem is that there are no such 
analyses, just a few or largely abandoned ones (e.g., on music and on visual 
perception). In Jackendoff’s opinion, other strategies like the comparative method 
advocated in HCF are insufficient. Departments (3) and (4) could be null, that is, 
“nothing special needed for evolution of language”, though it is not his bet. 
 According to Jackendoff (p. 67), there are two kinds of theoretical architec-
tures for language, syntactocentric (Chomsky’s proposal) and parallel (Jackendoff 
2002). The difference lies in the way both conceive the lexicon formation. For the 
former one, each item is an association of phonological, syntactic and semantic 
features, all of them embedded into a syntactic structure. So, syntax makes 
possible the connection of thought with vocalization. In this proposal, recursion 
is inserted between the interfaces. For the latter proposal, there are “independent 
principles of combinatoriality in phonology, syntax and semantics, each restrict-
ed to its proprietary structure” (p. 67). 
 The first and biggest problem Jackendoff sees in HCF’s proposal is that 
“the whole generative syntactic system and the mappings to phonetic and logical 
form have to spring into existence more or less out of the blue” (p. 69). For HCF, 
recursion would be in department (4), whereas for Culicover & Jackendoff (2005), 
recursion is an element also of visual cognition, that is, belonging to department 
(3). 
 Jackendoff’s proposal is original in the sense that the semantic/conceptual 
structure is the product of a combinatorial capacity, but at the same time inde-
pendent of syntax. And here is where we find the vaguest part of his hypothesis: 
“[T]hought was highly structured in our ancestors [i.e. at least, the rest of the 
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members of the genus Homo]” but “they couldn’t express it” (p. 71). This kind of 
silent thought is not only the result of a combinatorial capacity, but its units are 
also liable to further non-syntactical combinations. According to the author, this 
is a preadaptation and its product, combinatorial thoughts, useful to be “shared”. 
This is possible because the parallel architecture allows us to establish links bet-
ween the phonological and semantic interfaces, without intervention of syntax. 
Hence, our ancestors would have a proto-lexicon (more or less à la Bickerton). As 
we will see in the review of Bickerton’s chapter, the proto-language itself — in 
this case, the proto-lexicon — lends to the production of multiple vocalizations. 
Finally, syntax, “the capstone innovation”, would have appeared in successive 
and gradual stages. The reader is referred to Jackendoff (2002) in order to learn 
more about the even more gradual stages the author proposes therein.  
 I think it is easy to grasp the great difference between Chomsky’s view and 
Jackendoff’s. Notwithstanding the final stage, the emergence of syntax is not des-
cribed therein, which leaves the reader with a feeling of incompleteness. Back to 
the possibility of a kind of thought that is combinatorial, useful for sharing, but 
that couldn’t be expressed at the beginning, the whole thing leads us to the next 
question, what did make possible to share this kind of inexpressible thoughts? Its 
usefulness for sharing? 
 The possibility is widely accepted that the vocal tract was prior to the mo-
dern capacity for language. However, most linguists are reluctant to concede a 
sophisticated vocal system to other hominids. Jackendoff concedes vocalization 
to hominids, in order to explain the emergence of linear order as a precursor of 
language (p. 71). But surely vocalization goes further back in time. As well as 
Chomsky, Jackendoff presupposes a surreptitious stage of silence where thought 
is already propositional but cannot be expressed. Looking at the rest of the 
primates, this seems an anomalous possibility. In any case, this is an interesting 
chapter that invites the reader to think about this plausible architecture of 
language. 
 
In the next chapter, W. Tecumseh Fitch talks about something that is of great 
necessity in the debate originated by HCF: the meaning of recursion. Indeed, it 
was missing in HCF, since it was not published in a linguistics journal but in a 
journal for general science. The point is that although it could come as a surprise, 
recursion has three (really) different meanings, depending on the field of study 
— computer science, linguistics, or meta-mathematics. It is a fact that differences 
concerning the meaning of recursion arise immediately when linguists talk to 
mathematicians. They simply do not talk about the same thing. More or less the 
same can happen when one of the interlocutors comes from computer science 
(CS), though the differences may not be so strident. According to Fitch, recursive 
functions typically take “their own past output as their next input”. On the one 
side, when defining recursion, as a term used in CS, we see that it “is one which 
calls itself” (the keyword is the verb call; p. 76); on the other side, in linguistics, 
recursion “has the property of self-embedding, that is, in which the same phrase 
type appears on both sides of a phrase structure rewrite rule” (p. 79). Clearly, 
here the keyword is embedding. This difference is crucial to understand why re-
cursion is different in both fields, and in fact it is so crucial that a recent paper con-
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cerning the nature of recursion focuses precisely on this (Arsenijević & Hinzen 
2010): It seems that recursion in linguistics necessarily implies embedding of 
elements. Finally, in meta-mathematics, there is a long tradition in the study of 
recursive functions, something that in some cases could surprise non-mathema-
ticians, since, as Fitch noted, there are some iterative functions, and even non-
recursive functions, which are included in the set of recursive functions. Fitch 
notes that mathematicians are more concerned with computability and not with 
whether a function recalls itself or implies embedding. These seem to be simply 
very different things and in fact a new label, computability theory, replaces the old 
terminology. 
 Another factor related to these definitions is whether or not there are tree 
representations behind the structures or outputs resulting from this operation. In 
the CS case, Fitch argues the answer is “no”, since nowhere in the software or the 
code is there any implicit tree diagram. This might be something people just 
draw as an aid. Hence, the tree is not in the code. However, this is not true for 
linguistic theory, where the tree diagram is important and explicit. This remark 
helps Fitch to bridge another famous debate on whether tamarins and starlings 
have recursion (or lack it), arisen by virtue of the results published in Fitch & 
Hauser (2004) in which they put to the test cotton-top tamarins in order to see 
whether or not they are capable to process different kinds of grammars — a 
Finite State Grammar (FSG) and a Phrase State Grammar (PSG). This issue is 
brought up again by Hauser in this volume, too (p. 97).  
 The most extended interpretation (mine included, I confess) was that it was 
a test for recursion. What’s more, it could have even been interpreted somehow 
as a kind of experimental proof of the pumping lemma, so many different readings 
were possible, depending on the reader’s background. Anyway, immediately a 
great debate arose (e.g., Kochanski 2004) and other scholars put to the test 
humans (Perruchet & Rey 2005, who found that humans are not that good at 
learning a PSG) and starlings (Gentner et al. 2006, concluded that starlings can 
process a context-free grammar; but van Heijningen et al. 2009 disagree). Con-
trary to these interpretations, Fitch argues that Fitch & Hauser (2004) was not a 
test for recursion, that the word ‘recursion’ was even not mentioned in the paper. 
Fitch shows quite convincingly that both AnBn (PSG) and (AB)n (FSG) grammars 
“can be represented recursively”. Nonetheless, it is also true that the picture of 
the grammars in Fitch & Hauser (2004: 378) clearly shows a classical diagram of a 
center-embedded grammar, so that the risk of misinterpretation was more than 
high. 
 What I find particularly interesting and of great value in Fitch’s contri-
bution is his aim to put some order within the terminology of the field, and at the 
same time his effort to build bridges to other fields of science. Abstract concepts 
like recursion are sometimes the seed of sterile debates simply because different 
people have different conceptions of the same term. I’m sure that researchers 
who work every day in interdisciplinary labs will appreciate this kind of work. 
 
Next, in the fourth chapter, we find Marc Hauser’s contribution. The text takes a 
personal tone and, right from the beginning, the author advises the reader that 
these are his opinions (and not HCF’s). First of all, Hauser defends his work done 
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on animal communication, in response to Bickerton’s (2007) “puzzling point” 
minimizing the work Hauser, Fitch, and Chomsky have done in this particular 
field (pp. 92–93). Next, the author rejects the interpretations of HCF as a paper 
that “flats out animal communication”, recalling that he is still working in animal 
communication (p. 93). And so there are three more sections defending that: (i) 
the sensory-motor system as a homologue or analogue with other animals’ 
system is a hypothesis; (ii) HCF’s hypothesis is not recursion only; (iii) he is not a 
closet minimalist. By the way, an interesting last comment is that there exists a 
last chapter of this saga on the web: The reader can find another paper — this 
time the authors’ order is “Chomsky, Hauser and Fitch (2005)” (p. 95) — where a 
response to the second part of Pinker & Jackendoff (2005), which focus on the 
Minimalist Program is provided. I’m sure that the reader interested in such 
debate will appreciate this last release — it is five years old, yet written at the 
time these communications were made.  
 Finally, Hauser deals, once again, with the distinction between FLN and 
FLB, what it is useful for, and why it should be taken into account. The author 
defends the usefulness of this strategy of putting the elements into one set or into 
another. The status of each element, says the author, has not to be permanent: As 
experimental research offers further empirical evidence, an element of FLN could 
be moved into FLB. Let us remind the reader that Fitch et al. (2005: 181) noted 
that FLN “could possibly be empty if empirical findings showed that none of the 
mechanisms involved are uniquely human or unique to language”. The last part 
is a reflection about the above-mentioned experiment with cotton-top tamarins 
(Fitch & Hauser 2004). Hauser recognizes that such a grammar was not the best 
choice, since many other mechanisms “could underlie this competence” (e.g., the 
mechanism of counting argued for by van Heijningen et al. 2006). 
 Although here we will find neither a new theory nor a new hypothesis, the 
reader will find some answers to those questions that arise in reading the cited 
papers. It may not be the most spectacular essay of the volume, but these new 
pieces of information about Hauser’s intentions and posterior reflections provide 
the reader with a human perspective that is missing so often in the scientific 
literature. 
 
In the second part of the book, Peter Gärdenfors & Mathias Osvath make a con-
tribution concerned with the evolutionary stage of the hominid mind, when there 
was yet no language (neither oral nor mental). The authors talk about a time 
prior to the emergence of symbolic thinking. They agree that H. sapiens is the only 
animal whose use of symbolic language has been proven. Thus, Gärdenfors & 
Osvath aim to deepen our knowledge of the forces behind language evolution. 
Their hypothesis focuses on the Oldowan culture (for that matter, see also my 
comments below on Bickerton’s contribution) for the first stages of which, as they 
clearly state, there is no recognized author. This constitutes a problem because at 
that time there were many species of hominids. The authors follow Plummer 
(2004) on that matter, but the reader has to be aware that not only H. habilis and 
H. erectus could have made that lithic industry, but also Parathropus3 according to 

                                                
    3 It comprises at least three species: P. aethiopicus, P. boisei and P. robustus. This genus is be-
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an examination of the hand of parathropines (Susman 1988). This is important 
because Gärdenfors & Osvath’s hypothesis turns on “the Oldowan culture”, 
unaware that this could affect both genera Homo and Paranthropus with very 
different results.4 Thus far, the Oldowan culture becomes the ecological niche for 
some of these hominids, which could act as one of the driving forces towards 
symbolic thinking. Nevertheless note that, for Gärdenfors & Osvath’s hypothesis 
to be viable, one has to assume that the same force has very different 
consequences on genetically very close co-existing species (a point, thus, 
indirectly in favor of evo-devo theses). 
 Their hypothesis is as follows: Prospective cognition precedes symbolic 
thought and is based in two kinds of thoughts, cued mental representations 
(CMR) and detached mental representations (DMR). The former refer to present 
objects, whereas the latter refer to non-present objects or events. DMR could be, 
according to the authors, one of the novelties of the frontal lobes, since these 
parts of the brain have been linked to activities like planning and fantasizing. 
Again, arguments such as these have to be taken very carefully. The current role 
of the frontal lobes could differ from their role in those days.5 DMR are related to 
Hockett’s displacement, though slightly different (p. 105), and imply the existence 
of an inner world (the collection of detached mental representations). DMR seem 
to be the basis of the ability “to envision various actions” which, according to the 
authors, is a requirement for planning (p. 106). 
 Gärdenfors & Osvath note in passing that even chimpanzees show the 
ability for planning when preparing tools for fishing termites. This would be a 
case of immediate planning, whereas prospective planning must have a detached re-
presentation of future needs. Although the authors do mention H. habilis, they bet 
indeed for H. erectus as the hominin showing such mental abilities (always fol-
lowing Plummer 2004). According to the authors, this hominin would have been 
able to carry lithic tools, to divide the labor within the members of the group 
according to their aptitudes, and to hunt and gather Although Gärdenfors & 
Osvath do not mention this, it’s highly likely that H. erectus hunted micro-fauna. 
In any case, their view is that prospective cognition was a necessary evolutionary 
novelty. 
 This is the part of the paper I find more well-grounded and fitting best with 
paleoanthropological data. However, the linking to H. sapiens’s language is still 
remote. The way in which Gärdenfors & Osvath build the bridge is by appealing 
to the notion of cooperation as the element favored by language (p. 111): Symbolic 
language favors cooperation about future goals. I have no problems accepting 
that prospective cognition could have been an important element in the evolution 
of modern human cognition, but to resort to abilities like “manipulation of 
attention” (proposed by Tomasello, 1999: 131) or “sharing visions” does not 
                                                                                                                                 

lieved to be a parallel line to the genus Homo, which reached an evolutionary cul-de-sac and 
died out. Other scholars believe they all three are should be included within the australopi-
thecines. 

    4 Additionally, recent findings support the suspicions that the genus Australopithecus already 
made and use tools for scavenging 3.39 million years ago (McPherron et al. 2010). 

    5 In this line of argumentation, it has been argued that H. floresiensis could have had some 
kind of sophisticated mental abilities (Falk et al. 2005). See below, on Bickerton’s essay, for 
similar observations. 
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explain completely how it is possible that language has the syntactic, phono-
logical, or semantic structure it has. Note that in this context, symbolic communi-
cation is still not “virtually equivalent to language”, as Tattersall says. Thus, the 
gap from H. erectus’s way of communication to current modern language, under-
stood as our cognitive faculty, is too broad to be covered simply by arguments on 
the usefulness of sharing symbols through communication.  
 
The seventh chapter is Michael Corballis’ paper. Corballis tries to reconcile 
Chomsky’s and Bickerton’s theories (as we will see, Bickerton explicitly says 
these are simply incompatible). As many authors in the book, Corballis takes as 
his starting point the extant hominins of 2 million years ago (mya), explicitly H. 
rudolfensis and H. habilis,6 and the lithic culture of that time, that is, the Oldowan 
culture. Another trait he considers important is bipedalism, something that char-
acterizes the genus Homo. Let me update a bit on this point: Recent work on that 
matter claims that bipedalism is not an innovation of the genus Homo, since a 
previous ancestor, the Ardipithecus (4.4 mya), was already biped (see especially 
Lovejoy (2009) and Lovejoy et al. (2009a, b). Additionally, knuckle walking is 
different in gorillas and in chimpanzees, a fact that suggests that the typical loco-
motion of these two great apes are (independently appeared) derived traits of 
these species rather than an ancestral trait, thus suggesting a common bipedal 
locomotion in our distant ancestors. 
 Corballis thinks that both Chomsky’s and Bickerton’s theories can be recon-
ciled “if it is supposed that language itself evolved gradually, but it was based in 
the first instance on manual gestures, with gradually increasing vocal involve-
ment” (p. 115). I do not see clearly how this can fix the problem, since the point is 
that both Chomsky and Bickerton basically agree about the fact that vocalization 
and its physical apparatus were already part of our ancestors, before modern 
language was a reality. So, it is not a problem of the modality of the output, but a 
different vision of the way the computational mechanism underlying syntax 
evolved. 
 It is said that the classics do not fail; and, Corballis, as other authors in this 
book, resorts to some classic paleoanthropologic scenarios in which (i) savannah 
replaces dense forests; (ii) there is an increase of brain size, “driven by selection 
for such cognitive abilities”; and (iii) a protolanguage (in Bickerton’s sense) in-
creases its sophistication until it reaches the current state (p. 116). 
 As in any other adaptationist hypothesis, this process is gradual and takes 
place always through natural selection. Corballis argues that this is “reasonable”, 
but he does not explain why. In fact, the author appeals to a famous Chomsky 
quote: “It would be a serious error to suppose that all properties, or interesting 
structures that evolved, can be “explained” in terms of natural selection” 
(Chomsky 1975: 59, p. 117 of the present volume; emphasis added). This and 
other commentaries have been interpreted as suggesting that Chomsky is against, 
or that he rejects, natural selection as a driving force in evolution (e.g., Johansson 
2005: 161). The emphasized word all in that sentence, in that context, clearly 
points out that some properties can be explained by natural selection, while 

                                                
    6 There is controversy about whether or not both hominids belong to the same species. 
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others cannot. In any case, Chomsky is not original in this way of thinking, as we 
can see in the introduction of this review, since Darwin himself would have 
agreed.  
 Corballis assumes with Bickerton and Chomsky that modern language (in 
the author’s sense, but, a necessarily orally externalized language) appeared 
“with or even after H. sapiens” (p. 116). Such “after” is quite interesting, since one 
may wonder how, under normal conditions, it is possible that any human of any 
land can acquire any human language if this capacity did not arise from the 
beginning in the same African population group. According to Corballis, the ans-
wer is straightforward: “[I]t was not language itself that emerge with H. sapiens, 
but rather the capacity for autonomous speech” (pp. 115–116). This would be 
possible since, according to Corballis’ hypothesis, syntax would have appeared 
in a gradual process while, the expression channel for the output was manual, 
rather than vocal. 
 One has to acknowledge the continuous effort Corballis makes in trying to 
integrate his ideas and theories to current paleoanthropological data, and this can 
be easily detected throughout his work. It is a difficult task, since the field contin-
uously evolves as new findings are published in many fields of study. However, 
sometimes the author takes as evidence for his hypothesis some data — for 
example, the hypoglossal canal — which Corballis knows to be controversial (p. 
117). It is even more surprising when the explanatory power of this physical trait 
has been put into question by several scholars specialized in speech evolution 
(e.g., Lieberman 1999, Fitch 2000). For Corballis, it is reasonable to assume that 
modern speech mechanisms were “incomplete” in Neandertals and the common 
ancestor they have with modern humans (p. 117). The author argues that a piece 
of evidence in this direction is the human FOXP2 gene, which he views as a nov-
elty of the species H. sapiens.7 
 Corballis’ own gestural hypothesis is largely grounded in the discovery of 
mirror neurons, which fire in both hand and mouth movements, and in the 
recognition of these movements in conspecifics. Such neurons have been detected 
in the F5 area of monkeys’ brains, but still not in humans — though there is a lot 
of indirect data suggesting their presence in our brains. The author notes that 
grasping movements even “affect the kinematics of speech itself” (p. 120), which 
is taken in support for the motor theory of speech perception (Liberman et al. 
1967). According to this theory, speech sounds “are perceived in terms of how 
they are produced”. It goes without saying that this theory is quite controversial, 
though it has, in my view, some good points.  
 Up to here, the evolutionary theoretical background is quite robust, in gen-
eral lines. Further, Corballis speculates about a possible scenario, always taking 
into account the mirror system as the basis for the further development of lang-
uage. Thus, according to him, communication was basically gestural. In Corbal-
lis’ hypothesis, bipedalism is a crucial element for the freedom of hands. The 
author further speculates that, as the technology of tools develops, language and 
tool-making are in conflict, due to the fact that both activities require the use of 

                                                
    7 A fact refuted in the last publication on this matter (Burbano et al. 2010). Some commentaries 

around this gene are made below, on Lieberman’s contribution. 
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hands. Such an adaptationist story, however, is forced to exaggerate the role of 
an activity like tool-making and the time those hominids (all members of the 
crowd) should invest during millions of years, in order to make of a cultural 
activity a driving force, to such an extent that it finally acts on the genome and its 
subsequent development. Another weak point is that, even if this was really so, 
there is no reason why no other hominid followed such path. When H. sapiens left 
Africa, an encounter with H. neanderthalensis at the region of Kebara took place. 
Both cohabited the region during thousands of years; they are believed to have 
been in contact, that they possibly had trading relationships, and now we know 
that they were able of eventually interbreeding (Green et al. 2010). But, even 
before we knew this last incredible piece of genetic data, the archaeological and 
fossil information already suggested that the two hominids were not that differ-
ent.8 Instead, Corballis contends that “the final conversion to autonomous speech 
may have been an invention (Corballis 2002) or, as suggested above, it may have 
resulted from the FOXP2 mutation (Corballis 2004)” (p. 123). Again, we find 
reduction to a single factor and overlooking other species within the same 
context. 
 
The next chapter is written by Dan Sperber & Gloria Origgi, and it covers an 
aspect of language which is quite interesting: pragmatics. The authors show that 
contextual factors play an important role in the way we interpret an utterance, 
and how it is possible that even sharing the same code does not guarantees that 
we all process that utterance likewise. The reader not familiar with Sperber’s 
Relevance Theory (e.g. Sperber & Wilson 1986) should know that it largely builds 
on the Gricean philosophical theory of language. Sperber & Origgi confront two 
models: the code model, based on the fact that sentences are sound and meaning 
pairs, and the inferential model, which states that the inferential information we 
get from the context is relevant for our final representation of the utterance. 
 Although, according to the authors, both models agree that languages are 
codes with a recursive grammar (p. 125), the inference model includes explicitly 
what the authors call naïve psychology, which includes the ability to attribute 
mental states to others. This is because humans seem to “spontaneously interpret 
one another’s behavior […] as belief-guided fulfillment” (p. 126). Sperber & 
Origgi point out the importance of the continuous inferences we make in our 
communication acts, how they are intervened by the context, how communi-
cation can fail if the communicator cannot fulfill her intention “by making it 
manifest to the hearer” (p. 126) — “or to the beholder”, in the case of sign lang-
uages, we could add. 
 The authors acknowledge that the manipulation of mental states can be 
useful, but they observe that this mechanism is “cumbersome”; instead, overt 
communication, where both actors (communicator and addressee; it is interesting 
the use of communicator instead of the classic emissor, maybe because one can be 
emissor without voluntarily being communicator9) “are intent on comprehension” 
                                                
    8 Remember that both hominins share 99.5% of the genome. 
9 But see Seyfarth & Cheney (2003: 147) for a different notion of communication, where even 

unintended acts are taken as active parts of communication (more in tune with Claude 
Shannon’s mathematical theory of communication): “Although the frog has no goal of 
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and hence, the transmission of information becomes successful at low cost. An 
interesting aspect of the authors’ proposal is that in their model, “a fragmentary 
coding is sufficient”, contrary to the code model which has to encode the infor-
mation unambiguously. 
 The authors defend the idea that humans have an inferential model and 
animals do not. Animal codes would be closer to the code model, since both 
communicator and receiver must share the code. Any difference would lead to 
potential errors. Recall, for example, the alarm calls in vervet monkeys. 
According to Sperber & Origgi, this is an example of a genetically transmitted 
code. It is their opinion that such codes are counter-adaptive (p. 127). I do not 
agree with that, since this statement is made from a strong anthropocentric point 
of view. Alarm call systems cannot be counter-adaptive, since so many different 
extant species have this kind of communication system. That our system looks 
much better to us, to our human logic, is a different issue. If extant species do 
have an alarm call system, it is because it has been beneficial. 
 Anyway, Sperber & Origgi observe an important difference between 
genetic systems and inferential systems: The former does not easily allow the 
incorporation of new elements, whereas the latter “does not require that the 
communicator and audience have the same semantic representation of the 
utterance” (p. 128). What’s more, an “ad hoc meaning is contextually con-
structed” (p. 128). I think this is an important observation in order to differentiate 
some well-known animal communication systems from the human communi-
cation system. This fact increases the sophistication of the system; however, as 
the authors observe, it does not “protect” the users from potential misunder-
standings (p. 129).  
 Finally, Sperber & Origgi propose an imaginary situation in which the 
communicator has a more sophisticated system than the receiver, and it seems 
that communication does not fail. Here, the communicator could represent the 
first generation endowed with a syntactic device (and this reminds us of Choms-
ky’s Prometheus), a device which allows the holder to go beyond the coding possi-
bilities of the hearer. This does not represent a problem for them to communicate, 
while the contrary would not be true. Next, the authors affirm that the holder of 
such a new device and “her co-mutants [i.e. subsequent generations] communi-
cate more effectively than other members of their community” (p. 130). Again, in 
my view, the authors confound the fact of having devices more complex syntac-
tically and semantically, with the fact of being better at communication. Com-
plexity does not always mean better results, especially in the light of ecology. The 
communicative systems of our ancestor and related species of hominids worked 
effectively enough for their communicative purpose, and the proof is that those 
hominins could occupy an ecological niche for thousands of years. In my opin-
ion, their systems were not that bad, at least not for their communicative neces-
sities. They were different, possibly qualitatively different, but good enough for 
the recipient, their minds. Apart from anything else, as Tattersall (2004) notes, the 

                                                                                                                                 
communicating to the bat, communication occurs nonetheless, as bats take advantage of a 
lucky accident and extract useful information from a signal that evolved for entirely differ-
ent reasons”. 
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place where a novelty can appear is within species and usually it has to pass a 
very long period of time until the species discover its potential, so that, when 
they can exploit it, a considerable group of members of the community — if not a 
majority of them — already share such novelty. 
 In any case, Sperber & Origgi’s contribution shows the power of inferential 
systems when working along with a linguistic system. It also informs us that this 
is an important aspect that should be covered by both theoretical and empirical 
biolinguistic research. I think the reader interested in communication and its evo-
lution will appreciate this line of work. 
 
The next chapter is Daniel Dor & Eva Jablonka’s contribution. The authors pre-
sent an original hypothesis, quite different from what’s proposed in the rest of 
the book. It has a well-grounded background in genetics, and it is framed in the 
light of evo-devo, though they pay more attention, in fact, to the development of 
the phenotype. Dor & Jablonka use a special notion of language: According to 
them, language is a collective invention, which “culturally evolved before its 
speakers were specifically prepared for it on the genetic level” (p. 136). In their 
particular notion, language is something that, in its last stage, “was already out 
there, as an object for learning” (p. 146). 
 Dor & Jablonka argue that this has been possible because “the social world 
evolved to the point that collective inventions became possible” (p. 136). Al-
though the authors do not make explicit what would be required to properly 
speak of “invention”, they insist that there are inventors of language, and that not 
everybody can become an inventor — the truth is that the level of abstraction — 
required to grasp the notion which is behind the “invention” — is sometimes not 
so clear. Thus, the key in their hypothesis is the genetic and neuronal plasticity of 
the human condition. This term refers to the “ability of a single genotype to 
generate, in response to different environmental circumstances, variable forms of 
morphology, physiology, and/or behavior” (p. 137). It seems that in every spe-
cies there are individuals who have more plasticity than others, and this factor 
gives them the possibility to adapt to changes in the environment. The authors 
give the example of Kanzi, the bonobo, who grew up within special conditions so 
that pre-existing components of his developmental systems were reorganized (p. 
137). The authors note that this is a complex process in which other mechanisms 
and elements play particular roles:; for example, the attractors are “stabilizing 
end-states towards which the system seems to “strive”” (p. 137). Further, canali-
zation consists in the adjustment of developmental pathways by natural selection 
and, as the authors note, the opposite to plasticity to some extent. 
 In this contribution, Dor & Jablonka offer a new scenario for the evolution 
of language. The truth is that it is highly speculative; the authors make a lot of 
assumptions, almost without citing where their conclusions come from. Thus, we 
have to assume that their thesis is based on the notions just mentioned, plasticity 
in particular. It is the authors’ opinion that the members of the community are 
inventors. An important point is that they always talk about humans, and never 
about other hominins, so that we do not exactly know whether the term “human” 
is mentioned abstractly or whether the entire language evolution took place in 
modern humans only, as it would be if we read the text literally. In any case, Dor 
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& Jablonka start from the point that humans try to solve problems and therefore 
invent new words. Interestingly, some “problems emerged as systemic conse-
quences of the development of language” (p. 140). On the other hand, “the com-
munity gradually sophisticated its world-view adding new linguistic categories”. 
How is something not explained. It seems that those categories were invented by 
an inventor and learned by the hearers. Following this process, “language devel-
oped into a system of rules” (p. 141). Again, we have to suppose the system was 
invented thanks to plasticity. A rule system leads to a major stability, and this, at 
the same time, led to an increase of plasticity. 
 Suddenly, the authors change the topic, and they talk about the evolution 
of languages, the emergence of slang and jargon in linguistic communities and 
how this helps to social secrecy, something that makes hazy the concept of 
language they have been talking about. When the authors refer to linguistic 
changes caused by phenotypic variations, they choose examples from phonology 
or speech, never from syntax. This is possible because it seems that the rules, in 
their scenario, simply were invented and then suffered a process of “social nego-
tiation and struggle” (p. 142). 
 The reader will find that the notion of language is quite different, it has to 
be learnable, but not everybody can learn it, since there is variation in plasticity. 
However, people who could not learn the more complex system could perhaps 
learn part of it, at least to reach some level of comprehension (p. 145).  
 Reading this chapter, neither the temporal frame their hypothesis covers 
nor the species to which it applies are ever clear enough: Sometimes it seems that 
humans are H. sapiens, but sometimes this is doubtful. Moreover, I missed some 
bibliography to ground their many assumptions and speculations in the second 
part of the paper. 
 
In the tenth chapter, the reader will find Massimo Piattelli-Palmarini, a veteran 
in this field. In this contribution, he summarizes the history of science (especially 
biology) in relation to linguistics, to show how linguistics has changed the way 
languages have traditionally been considered and observed: from collections of 
treasures to natural objects. After each part of his discourse, Piattelli-Palmarini 
draws a conclusion in the form of a lesson. So, when he talks about the first steps 
taken by the people behind string theory, the lesson is that linguists have to en-
courage empirical research and pursuit of new ideas, even when some of these 
ideas could have at first sight a “dimly” conceptual content; or that we should 
not put any limit to the level of abstraction, if such is required. Piattelli-Palmarini 
revises the parallels between linguistics and other scientific fields. Thus, the 
reader will be reminded that at the beginning there were languages and philo-
logy, until the notions of I-language and E-language appeared (still controversial, 
by the way). The former paid attention to the tacit knowledge of language and 
this changed the study language evolution, since the object of study was now a 
cognitive capacity rather than a prescriptive, to some extent artificial, grammar. 
The author guides the reader through the ages in which some linguists decided 
to pay attention to other disciplines in order to get new ideas, which could help 
them explain the structures underlying natural languages. It was then, tells us 
Piattelli-Palmarini, that syntax took a central position: first the generative gram-
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mars, and then the minimalist program. The author then focuses on edge features 
(Chomsky 2008) and the operations they carry out, stressing the importance of 
this concept as well as the notion of phase (“self-contained derivational domains, 
characteristically nested one into the other, that are simultaneously sent to the 
two [sensori-motor and conceptual-intentional] interfaces”; p. 151). 
 Piattelli-Palmarini agrees about that recursion is an essential element of 
human cognition, and especially of language. He terms “the age of specificity”, 
when generative grammar, the modularity of mind, visual cognition, and the 
Chomsky hierarchy were established. He also observes that “[p]ossibly the right 
formal characterization still eludes us, or possibly there cannot be any such 
purely formal characterization, because of inherent bio-evolutionary contin-
gencies” (p. 153), or in other words, principles not specific to language (also known 
as the third factor). Piattelli-Palmarini does not believe either in gradualist or 
functional explanations of language evolution (or organisms, for that matters); as 
a biologist, he rather contemplates “the biological picture” as quite complex, 
“multi-faceted”, and therefore he believes that biolinguistics must incorporate 
new ideas and models (p. 157). 
 In conclusion, Piattelli-Palmarini has summarized the essentials of the last 
forty years of research on language evolution. The notions and conceptions are 
quite clear, and so are the goals: the understanding of the biological principles 
and structures underlying the cognitive faculty of language. If this supposes to 
change the whole traditional paradigm, so be it. 
 
Philip Lieberman is also one of the veteran authors in language evolution. Quite 
impressively, Lieberman defends the same hypothesis after forty years, concern-
ing the possibilities of the Neandertal vocal tract (Lieberman & Crelin 1971). In 
Lieberman (2002) we find an original hypothesis, built onto the knowledge accu-
mulated in these years. Lieberman’s approach focuses on basal ganglia, subcortical 
structures that, far from being old or static during the time, have evolved in a 
particular way in humans. In passing, Lieberman proposes a new term, reiter-
ation, which subsumes the properties of recursion à la HCF, but it “is expressed 
outside the domain of language when we change the direction of a thought pro-
cess as well as in seemingly unrelated activities such as dancing” (pp. 163–164). 
Besides the interest of the idea — no doubt important in the debate concerning 
the limits of the range of action of recursion in human cognition —, the question is 
whether or not such a new theoretic term is indeed necessary, given the close re-
semblance with recursion: both entail nested hierarchical structures (p. 164). One 
difference, mentioned above, is that iteration works outside language. A second 
difference, according Lieberman, is that “iteration instead generates the sentences 
and semi-sentences that can be observed in real life by inserting relative clauses, 
[…] and other elements without the torturous and often arbitrary operations of 
traditional generative theories” (p. 164). The operations which entail reiteration, 
following Lieberman, are thus linked with the reiterative function of the basal 
ganglia. This fits smoothly with his theory of language evolution, strongly based 
on sensory-motor control. Like in his last contributions, Lieberman argues in 
favor of leaving behind the classical Broca–Wernicke model, since it is inaccurate 
and does not fit with current neuropsychological data, which show that aphasias 
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always present subcortical damage (not just cortical), often in the basal ganglia. 
 An additional argument in favor of his approach, argues Lieberman, are 
the new pieces of information available on the FOXP2 gene (p. 171). Lieberman is 
clearly interested in the function of FOXP2, since it has a strong relationship with 
the control of orofacial muscles and, so it seems, with a decrease of the affected 
person’s IQ. Until very recently, it was believed that FOXP2 (i.e. the human 
version of the gene) was a recent innovation in the modern human genome, but 
according to Krause et al. (2007) it was part of the Neandertal genome too — and 
if so, it was also part of the ancestor’s genome of both H. sapiens and H. neander-
thalensis — while a second independent analysis cast a shadow of doubt, since it 
obtained different results, and the conclusions were that Krause and his collabo-
rators’ analysis were contaminated (Coop et al. 2008), a new analysis of the gene 
with a new methodology show new results that are in favor of the presence of the 
derived version of the gene in both Neandertals and modern humans (Burbano et 
al. 2010). In other words, language evolution theories based on motor control 
arguments like Lieberman’s or Corballis’ (see above) should take this important 
factor into account when inferring any relation between control of speech and 
language. In this respect, Lieberman can overcome this potential theoretical 
problem — still unknown at the time of the conference — saying that a modern 
superior vocal tract and the modern speech producing anatomy is present in H. 
sapiens only (p. 173).  
 A final argument Lieberman provides is the problem of choking, which af-
fects every modern human being. According to the author, this problem must 
have a trade-off, otherwise — as in any adaptationist theory — “there would 
have been no reason for retaining the mutations that resulted in a human 
S[uperior] V[ocal] T[tract], unless the neural mechanisms that confer the reiter-
ative properties of speech were in place” (p. 174). But there are many things in 
the biological evolution of organisms that will always scape from our (human) 
“logic” way of reasoning if we always think in terms of trade-offs. For example, 
the presence of the totally useless appendix, whose inflammation will affect the 
7% of the world population, according to Brunicardi et al. (2004); or wisdom 
teeth, absent in a low percentage of fortunate people only, provoke more troubles 
than trade-offs, and they are still there. 
 In any case, Lieberman is one of the few theoreticians of language evolu-
tion who offers a hypothesis which takes into account not only purely theoretical 
linguistic arguments, but also data from neuropsychology, paleoanthropology, 
and evolutionary studies like genetics. One may or may not agree with his adap-
tationist view of language evolution, but one must admit that Lieberman has 
built a very strong, well-grounded hypothesis, which fits very well with current 
empirical data from many scientific fields.  
 
The twelfth chapter is devoted to language acquisition and genetics. Karin 
Stromswold presents the results of the work she has been doing on language 
acquisition and genetics. In short, she compares the heritability factor (h2) of 
language in a population group of twins. Assuming that an organism is the result 
of the phenotypic expression of its genes in an environment and that this process 
is partially mediated by both perinatal and post-natal environments, the compa-
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rison of homozygote vs. heterozygote twins is useful to determine the influence 
of the environment. Following this procedure, researchers can focus on the heri-
table genetic factors only. It is a fact that all typically developing humans acquire 
the basic morphosyntax of their language, “but perhaps some adults fail to 
master rare linguistic constructions” — like some examples we find in the techni-
cal linguistic literature. 
 Traditional texts on evolution theory talk about the fitness of some traits as 
the driving force in organic evolution. When Stromswold and colleagues look at 
the possible relationship between greater linguistic precociousness or proficiency 
and reproductive success, they find several interesting results: Consistent with a 
genetic “stoppage”,10 Stromswold’s study shows that firstborns with more sib-
lings are less likely to be language-impaired than latter-born children or children 
with fewer siblings. In other words, language proficiency could have been seen 
as something qualitatively important when mating took place. However, Stroms-
wold recalls that previous studies (Alwin 1991) found even more interesting 
results, and contrary to the reproduction success prediction, “children’s vocabu-
lary, verbal SAT and IQ scores are inversely correlated with the number of 
siblings and spacing of siblings” (p. 179). And finally, it is known that women 
with more education have fewer children, and later than other women. In my 
opinion, the lesson here is that a theory of language evolution cannot be built on 
fitness arguments only. These are for sure important and probably have played a 
role in it. But it would be all but accurate to exaggerate its role in a process of 
high complexity as organic evolution. 
 This is a difficult area of research, since participants are not easy to find. In 
addition, Stromswold and collaborators had to determine which aspects or com-
ponents of language should be the targets, since “one cannot merely determine 
the heritability for overall language” (p. 177). The selected targets were syntax, 
phonology, and lexicon. Although the author does not even mention it, at first 
sight, this procedure has a ring of modularism à la Fodor (1983), which could sur-
prise scholars who don’t feel so comfortable with this hypothesis. Notwithstand-
ing, I think it could also be considered as an indirect test for a strong modularist 
view of language. Stromswold and collaborators found significant genetic over-
lap for these components, indicating that, possibly, “some of the same neural cir-
cuitry is necessary” for the smooth running of two or more of those components. 
Stromswold and colleagues wonder whether those components co-evolved or are 
partially parasitic on others. However, as Stromswold warns, “it could just be 
happenstance” (p. 178). Therefore, Stromswold’s team has carried out a Perinatal 
Environment and Genetic Interaction study. They employed an enormous amount 
of linguistic and non-linguistic data, information that covers extensive periods of 
the twins’ lives. The results suggest that there is a high genetic overlap for 
language and oral motor skills as well as fine motor skills (p. 185). Their inter-
pretation is that this “could reflect shared neural circuitry for tasks that require 
complex motor control”. But overlaps do not end here: linguistic and social 
abilities also overlap. Again, a plausible explanation about shared neural circu-

                                                
    10 A conscious family planification due to evident genetic impairments. Thus, families with 

such impairments would have had less descendents. 
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itry is offered. Next overlap is even more remarkable and surely will catch the 
reader’s attention: Stromswold and collaborators found a large genetic overlap 
for phonology and syntax scores, greater than for lexical and either syntax or arti-
culation scores. 
 Thus far, the whole evolutionary picture has become even more difficult to 
draw. The enormous task carried out by Stromswold and colleagues is more than 
welcome to a scientific discipline, biolinguistics, which is in need of this kind of 
research in order to revise the general theory along with empirical data. Other-
wise, it would be doomed to an endless dialectical spiral of arguments — some-
thing useful by itself, for sure, but only to some degree. Stromswold invites us to 
rethink HCF’s hypothesis about FLN. Two options suggest themselves in order 
to explain this large overlap for phonology and syntax: Either HCF is wrong or 
another element should be included into FLN, an element that participates in 
both phonology and syntax. It is not the first time we find new applicants for the 
selective group of FLN; for instance, there are well-grounded reasons to consider 
the inclusion of Duality of Patterning into this set (Rosselló 2006), a feature that 
precisely shows this dual character. I’m pretty sure that this new perspective of 
language evolution will be appreciated by readers interested in human evolution, 
whatever their training, for its potential in constraining linguistic proposals. 
 
Ian Tattersall is a reputed paleoanthropologist, who makes a brief but interesting 
contribution, summing up what is known about the evolution of the sub-tribe 
Hominina until our days. In anthropology, symbolic thinking is one of the most 
important concepts they use to refer to modern behavior. Chomsky cites this 
expression as if it was Tattersall’s, though it’s not. Maybe what it is original from 
him is making it equivalent to modern language. Anyway, the phrase is some-
times used as certainty of having language, something really controversial (see 
also my above remarks on Gärdenfors & Osvalth). The hypothesis for human 
evolution presented by the author is the so-called Out-of-Africa, the opposite of 
the multiregional theory. The former tells us that all modern humans are descen-
dents of a small group of African early H. sapiens. The latter theory maintains that 
H. sapiens is the result of a continuous interbreeding of different species of the 
genus Homo. More precisely, according to this theory, there was just one species, 
hence the possibility for interbreeding. Although there are still some scholars 
defending it, genetics clearly favors the “Out-of-Africa” view. Tattersall also 
assumes splitting off in two different species, H. neanderthalensis and H. sapiens. 
That would mean no interbreeding at all between these two hominins. As I have 
already noted, it has been found that this was indeed possible (Green et al. 2010) 
but just occasionally (the two species never merged into one), a fact also known 
as introgressive hybridization or simply introgression. As already suggested, this fact 
is relevant for accounts of language evolution that focus on a particular capacity 
of H. sapiens, that do not also pay attention to the presence of that capacity in H. 
neanderthalensis. 
 In order to expose the emergence of modern cognition, Tattersall embraces 
the possibility of co-option or exaptation. Several elements already extant in the 
mind/brain of our ancestors would have been co-opted, reused for new or addi-
tional tasks. Such a mechanism makes ‘the work’ easier for the emergence of new 
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evolutionary functions. A second mechanism the author takes into account is the 
so-called byproduct, also known as spandrel (a term coined by Gould & Lewontin 
1979), which is a biological novelty that depends on structural constraints, not on 
a functional role. The confusion of both mechanism is not uncommon, as if they 
were the same mechanism. 
 Thus, Tattersall applies these evolutionary mechanisms to language. In his 
scenario, speech emerged well before symbolic thinking (as indexed by archae-
ological record). Language proper and modern cognition would have evolved in 
H. sapiens only. Tattersall reconstructs the evolutionary path of the most repre-
sentative members of the genus Homo through the type of industry each of them 
is associated with. The association of a determined industry to a species is some-
thing difficult and risky because most of the time tools are found in the absence 
of fossil remains, so that the attribution to a particular species can be a tricky 
matter. Besides, the author talks about the refinement of the tools and the growth 
of the brains,11 arguments which are no more decisive: Recent research on such 
matters has shown that humans are not special at all; hence, regarding the nerve 
cell average of their brains, modern humans are equal to other apes and monkeys 
within the mammalian order of primates (Azevedo et al. 2009). But primates do 
stand out when compared with other non-primate species. Thus, relating large 
brains with intelligence is risky. It seems that the type of interconnection of the 
different parts of the brain plays a more relevant role — indeed this feature has 
been put forward to speculate about the possibility that H. floresiensis had a kind 
of modern or at least sophisticated cognition (Falk et al. 2005; see also above on 
Gärderfors & Osvath’s chapter). In general, I really think that contributions like 
Tattersall’s should be taken into account in biolinguistics, since they talk about 
the evolution of the organisms within which, the ancient communication system/ 
language was embodied. The problem is that the picture of the evolution of 
primate species continuously changes, as new fossils, archaeological items, and 
genetic data are gathered, forcing researchers to keep an eye on developments. 
 
Next author is Derek Bickerton, who does not beat around the bush: His theory 
and Chomsky’s are incompatible (in spite of Corballis’ allegations to the contrary, 
see above). As we have seen when discussing Chomsky’s contribution and HCF, 
Bickerton reproaches them for saying very little about the paleoanthropological 
context where language emerged. What’s more, he argues that the most crucial 
questions one could ask Chomsky, Fitch, and Hauser (and advocates) are: (i) 
how, where, when, and why took place the integration of the elements of [FLB FLB 
[FLN FLN]]; and (ii) why other species close to humans, having some of those 
elements, had never developed any communication system like ours. 
 Although the “how, where, and when” are logical and legitimate questions, to 
answer why a change took place wherever is nearly impossible to answer. For 
instance, the process of mutation obeys several factors such as migration, genetic 
drift, and, in the case of humans, cultural factors that could also play a role. 
Bickerton’s question seems to be grounded on the basis that natural selection is 

                                                
    11 The average Australopithecus' brain was 450 cc; whereas H. habilis' (2.2 mya) was 660 cc, 

earlier H. erectus' (i.e. H. ergaster's) was 850 cc, and later H. erectus achieved 1,100 cc. 
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the driving force in evolution. It is true, but it is not the only driving force, as Dar-
win repeatedly said (see the introduction of this review). The second question 
also has a deterministic flavor. The evolutionary way followed by different spe-
cies can be imagined in a three- (if not four-) dimensional space, where species, 
regarding some traits could be very close, but their routes to achieve that close 
position where completely different. On the contrary, two species can share seve-
ral traits and reach different new abilities or features, even if they cohabited the 
same ecological niche. 
 More than a half of the text is a criticism of Chomsky’s hypothesis, and the 
rest is devoted to present his own hypothesis. As we have seen, Chomsky’s 
hypothesis has a relative high level of abstraction, which sometimes makes it dif-
ficult (to some extent, simply not possible) to adapt to current paleoanthropo-
logical and neurobiological empirical data. Maybe, this is a common feature of all 
testable hypotheses in their first stages. Before introducing his criticism, Bicker-
ton sums up quite well both Chomsky’s and HCF’s stand regarding the role of 
recursion in FLN. However, in my view the author fails when he says that “[i]n 
other words, this ‘quite different’, fully developed human conceptual system 
formed a necessary prerequisite for the emergence of recursion” (p. 201, emphasis 
added). Bickerton himself mentions, both at the beginning (p. 199) and at the end 
of his chapter (p. 210), that according to HCF, recursion could have been used in 
other domains. Therefore, the conceptual system must not be per se a prerequisite 
for the emergence of recursion. The nature of this emergence is quite obscure, an 
aspect never clearly explained by HCF. The particular characteristics of this 
mechanism has led many to think that, if real, the evolutionary biological explan-
ation could be articulated around the concept of exaptation (Tattersall 2004) or 
even a spandrel (Barceló-Coblijn, in press). The conceptual system may be an ele-
ment that intervened in its emergence — one among others (see Arsenijević & 
Hinzen’s original proposal 2010 for recursion as an epiphenomenon of the inter-
action of linguistic interfaces) — or it may be not. This point notwithstanding, his 
revision of the concatenation mechanism regulating anaphoras and sentences 
(pp. 203–204) invites reflection; though, intuitively speaking, we possibly may 
find an explanation not so far from that which seems to work for sentences like 
Mary saw the man walking to the bus station (with three possible interpretations), 
that is, “computationally plausible principles of generation and minimal search” 
(see Chomsky’s contribution, pp. 46–48).  
 It also deserves mentioning that the vision the author has of language and 
humans still drags along a strong anthropocentrism, bestowing language and 
humans the power of “effective command and control over all other species” (p. 
200). From a biological point of view, this is, at least, an exaggeration, alas, quite 
common in linguistics across the board. According to this point of view, Bicker-
ton proposes an adaptationist and gradualist scenario. In his opinion, this pro-
posal is “more consistent with, and can be more readily integrated into, biologi-
cally and paleontologically based accounts of the overall process of human evo-
lution” (p. 206). The author, as well as Gärdenfors & Osvath in the sixth chapter, 
singles out one of the traits of language, displacement (see Hockett 1958; though 
Premack 2004: 303, argues that chimpanzees can also make use of displacement), 
and considers its essential role in animal communication (like in bees and ants). 
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He proposes that it could be the propelling force, metaphorically speaking, for 
ancient hominids to make use of recruitment, that is to say, the ability of gathering 
individuals to reach one target. This is really quite interesting in fact because we 
see how basic communicative properties are shared by evolutionary very distant 
organisms. The channel is different, but the use of displacement is quite the same. 
The problems arise when the author tries to integrate his proposal “into, biolo-
gically and paleontologically based accounts of the overall process of human evo-
lution”. According to Bickerton, the process of language evolution would have 
begun more or less 2 mya. On the one hand, the author does not designate any 
species: At that time, we can find H. habilis, early H. ergaster (1.8 mya) or even the 
Parathropus, as mentioned above. Bickerton cites the Oldowan tools, the first 
made 2.7 mya, which have been associated to H. habilis under statigraphic argu-
ments only12 (Tattersall points out too the uncertain authorship of such tools, p. 
195). Other H. habilis remains have indeed been found together with such Indus-
try. Up to here, although Bickerton has moved the discussion at least 2 mya back 
into the past, it is still not clear which hominid could uniquely satisfy his conten-
tion (given the more than probable cohabitation of several species of hominids 
and great apes). 
 Another argument that the author borrows to make possible the integration 
of his hypothesis with paleoanthropological studies relates to the evidence of 
consumption of carcasses of mega-fauna by hominids of that time, as “the richest 
source of food”, required to sustain greater demands of energy. However, acc-
ording to the evidence, this activity was occasional and fortuitous. To see in the 
carcasses the “richest source of food” is to overlook the many resources those 
hominids had, as recollection, micro-fauna hunting and other daily available rich 
protein sources (e.g., termites and other insects). As in other proposals about 
language evolution, too much weight has been put onto a single argument or 
force (in this case, recruitment) by Bickerton. 
 In the final part of his contribution, Bickerton compresses a lot of infor-
mation and arguments that have recently been put into question, like the well-
known argument over brain growth (also used by Chomsky and other authors in 
this volume) — which should be reconsidered in light of recent findings about 
the number of neurons in primate brains (see Tattersall’s discussion, above).  
 
Finally, the reader will find Paul Bingham’s essay. Bingham is a molecular and 
evolutionary biologist, and he has contributed a new perspective as well as a new 
theory of language evolution. Like Bickerton, this author strongly trusts, right 
from the start, in natural selection as the explanatory mechanism for language (p. 
211). The starting point is the classic adaptationist stand: “[V]arious constraints 
impose adaptive trade-offs, resulting in elite execution of one task at the expense 
of merely serviceable (or negligible) capacity for another” (p. 211). In other 
words, in order to develop language, modern humans have lost something along 
the way. As any other adaptationist theory, it focuses on one element that is 
                                                
12 See footnotes 3 and 4. These tools were found tens of kilometers away of the next hominid, 

and this was not a member of the genus Homo, but the Australopithecus garhi. The contro-
versy still remains and has been revived by recent evidence of tool-use for eating with a 
datation of 3.39 mya (McPherron et al. 2010). 
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raised to the category of propelling force of the process. This time, it is the “con-
flicts of interest” that gets center-stage, on the grounds that even “exchange of 
information is apparently directly determined by conflicts of interest” (p. 212). 
The author continues: “Design information builds organisms. Organisms repli-
cate this design information by replication” (pp. 212–213). This process generates 
competition and alternative forms are lost along the way. However, we do not 
know whether or not some of those lost forms could have been slightly better to 
some extent and their loss due to factors other than direct competition like, for 
instance, by chance. Moreover, Bingham assumes that organisms use two 
strategies to assist the mechanism of replication: personal reproduction and assis-
tance of close kind. Additionally, there is the reflection of some basic ideas from 
Hamilton (1964a, b) as well as Dawkins’ (1990) theory of the ‘selfish gene’. In 
Bingham’s view, DNA, though unconscious, is intervened by “Natural Selection 
so that it builds organisms that tend to behave exactly as they would if they were 
controlled by genetic design that did have such conscious interests” (p. 213). 
Hence, it seems we have the basics of the adaptationist recipe.  
 Bingham’s approach is more connected with the study of communication 
in a broad sense than with the study of the faculty of language H. sapiens devel-
oped. His view is that non-human animals “arguably parse highly dynamic, 
hierarchically nested combinatorial information sets of stupendous complexity” 
(p. 215), as in combinatorial movements. This is enough for the author to think 
that they really have all the requirements for language, “but in a more modest 
scale”, since “no other factor than the solution of conflicts of interest problem nor 
new capability […] needs precede evolution of symbolic communication” (p. 
215). According to this theory, there are two kinds of actors: cooperators, which 
are non-kin individuals that cooperate until exceeding the costs of cooperation, 
and free-riders, who fail to pay the initial cost of cooperation and hence cooper-
ation does not evolve. Bingham then develops a theory in which these two fac-
tors interact in such a way that they have to solve their own conflicts of interest, 
which inevitably affect all of them, as it happens in any social network.  
 The key, for Bingham, resides in the mastery of “elite projection of con-
specific threat remotely”, which would have appeared within our ancestors. This 
kind of remote threat produces an “enormous reduction in costs” (pp. 218–219). 
Bingham’s particular effort of integration of his theory with anthropological data 
focuses on the ability of elite throwing objects that only H. sapiens seem to have 
developed. One could immediately argue that, if this were true, there appeared a 
new ability (contrary to what the author said at the beginning of the paper). But 
this would not be completely true, since other apes and monkeys can throw 
objects somehow. The critical point is degree of mastery. Humans have an exper-
tise on these matters, whereas non-human animals roughly throw whatever they 
can throw. This improvement would have required, by 2.3 mya (i.e. the period of 
convergence of several Hominina; see footnotes 3, 4 and 12), the redefinition of 
shoulder, pelvis, and the foot — a process completed roughly by 1.8 mya, when 
H. erectus appeared. 
 In favor of his theory counts the fact that subsequent experimental work 
has indeed paid attention to Bingham’s hypothesis (among others), and it seems 
that there are reasons to believe that rhesus monkeys do understand the threat 
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that implies the throwing action by humans, and therefore these researchers have 
concluded that “the capacity to throw did not co-evolve with psychological 
mechanisms that accompany throwing; rather, this capacity may have built upon 
pre-existing perceptual processes” (Wood et al. 2008: 360). 
 In any case, the jump from this kind of ability to language seems to me 
excessive, to say the least, to be accounted by only one factor (conflict of interest). 
The simplest fact in biology seems to obey more than one factor. Reducing so 
much the explanatory elements gives us no clue about the emergence of psycho-
logical and neuropsychological capabilities that really differ among primates, or 
even among mammals and other orders. Even more so when the concept of 
language is so diffuse and confused with speech, as in Bingham (p. 221). If there 
is anything that finally has been differentiated in linguistics, it would be the core 
concepts of speech and language. What is surprising is that, once we have seen 
such fuzzy use of these concepts, Bingham accuses linguists of ignoring the very 
famous H. erectus endocast in which Broadfield et al. (2001) argued to have finally 
detected an incipient modern form of the Broca’s cap (p. 222). Besides the conten-
tious current status of the classic Broca–Wernicke model (see above, on Lieber-
man’s chapter), I’m sure that scientists like Falk (2007) or Lieberman, who have 
dealt with this kind of empirical paleo-data and have enormously contributed to 
the understanding of language evolution, would have a say on this. Although I 
concede that not every linguist knows about it, maybe the issue is, once again, 
the concept of a ‘linguist’ different scientists may have in mind. 
 
As I said at the beginning of this review, there are as many theories on language 
evolution (in a very brief period of time) as there are people. In this volume 
alone, there is almost an original hypothesis for each author (certainly, Hauser, 
Chomsky, and Fitch agree on the basics, but some differences can also be de-
tected). Contrary to appearances, this proliferation of hypotheses could turn out 
to foster a new, synthetic approach more in tune with current paleoanthropology, 
anthropological genetics, and evolutionary biology. 
 I really think that language evolution theory has to leave behind this obses-
sion in finding the element that makes humans special (the key factor, in Lieber-
man’s words). The combination of elements that make us humans human is that 
key factor. This is neither popular nor spectacular, but it is more in tune with 
current evolutionary studies. If scholars more or less agree that language is a 
complex object, then let’s think about it in complex ways, taking into account as 
many variables as possible in order to enrich the general picture. Neither the 
scientist who proposed natural selection as an evolutionary force nor modern 
studies on evolution and development ever stated that this is the only mecha-
nism of evolution. The integration of Evo-Devo ideas into the biolinguistic field is 
warmly welcome, but they have to be integrated within the general evolutionary 
theory of species (hominids and primates, in particular) — along with a well-
grounded linguistic theory, as Bickerton and, above all, Lieberman have tried. 
Much the same can be said as regards neurobiological theories of language evo-
lution. It is true that there is still much to discover about ourselves and our 
hominid past, but this should not prevent us from aiming this synthesis — quite 
the opposite. 
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1. Introduction 
 
Among the early pioneers of the biolinguistic enterprise (on which see Jenkins 
2000, 2004, and Di Sciullo & Boeckx 2011), the names of Noam Chomsky and Eric 
Lenneberg stand out. Both did more than anyone else to make the study of 
language a biological topic. They did so in different, complementary ways (ways 
that we think are beginning to converge in a productive fashion for a variety of 
factors which we will not expand on here; cf. Boeckx 2010, Di Sciullo et al. 2010, 
Boeckx et al. 2011, Balari et al. 2011, and Di Sciullo & Boeckx 2011 for discussion). 
Chomsky stressed the importance of certain basic facts such as the creative aspect 
of language use and the poverty of the stimulus the child receives during 
language acquisition to call for the study of the innate factors underlying 
language growth and to bridge the gap between the tacit knowledge of language 
users and the primary linguistic data. Lenneberg provided arguments that were 
much closer to ‘wet’ biology.1 In so doing, Lenneberg provided the first and to 
this day one of the clearest examples of what Boeckx & Grohmann (2007) dubbed 
“biolinguistics in the strong sense”, a body of work of the highest interdiscipli-
nary quality. 
 In fact, Lenneberg (1967: vii) started from the claim that, as regards lang-
uage, “biology has been badly neglected”. Like Chomsky, his intention was to 
“reinstate the concept of the biological basis of language capacities” (p. viii). He 
developed that aim by approaching language as a species-specific mental organ 
with non-trivial biological properties, which grows in the mind/brain of the 
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    1 Lenneberg too was concerned with promoting nativism, as the following passage reveals: 
“There is, then, nothing unscientific about the claim that a species-specific behavior pattern, 
such as language, may well be determined by innate mechanisms” (Lenneberg 1967: 221). 
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child in the same way that (other) biological organs grow, showing that the 
child’s path to language displays the hallmark of biological growth. 
 Lenneberg’s (1967) book Biological Foundations of Language is today regard-
ed as a classic. Like all classics, it deserves to be re-read at regular intervals, not 
only to appreciate the success (and limitations) of previous attempts at a syn-
thesis among fields, but also to learn things that we all too often forget. It is from 
this perspective that we decided to go back to Lenneberg’s seminal work. Not to 
stress its importance, for this is already well established in the literature, but 
rather to make the point that Lenneberg’s conception of the biology of language 
was much more modern than some more current conceptions, and in fact much 
more modern than one ought to have expected from a work written in the 1960s, 
in the heyday of Modern Synthesis in biology. 
 For such an objective to be fulfilled, we have chosen two topics which as far 
as we know, have remained unrecognized, or, at least, have not received the 
attention they deserve in the context of the assessment of Lenneberg’s legacy. The 
first one is Lenneberg’s treatment of development and related issues, especially 
the role he attributed to genes; the second is his treatment of the issue of domain 
specificity (or lack thereof) in the context of language. Our choice is not 
altogether innocent: These two areas are at the forefront of current biolinguistics, 
having been highlighted in the context of the FOXP2 discovery and of the Hauser 
et al. (2002) Faculty of Language Narrow/Broad distinction. 
 Our aim is to show that Lenneberg’s book has more merits than those 
usually attributed to it. He did not merely call for an explicitly biological 
approach to the study of human language at a crucial time in the development of 
cognitive science; he did so with really modern, indeed prescient, ideas and with 
‘biological’ intuitions that the new biology is beginning to make standard. 
 
2. Lenneberg on Genes, Development, and Maturation 
 
Genes are undoubtedly an important piece of the organismal biological machi-
nery, and they unquestionably play a role in developmental processes. These 
claims are near truisms. But how relevant are genes for such developmental pro-
cesses to be fulfilled? Currently, a strong disagreement exists on that issue, and 
opposite answers are being offered. The “developmentalist challenge” (Weber & 
Depew 2001), which we are about to expand on, has criticized and undermined 
the Neo-Darwinian geno-centric stance that has defined modern biology for the 
past half-century. 
 Several decades ago, things were different. When Lenneberg wrote his 
book, biology was almost entirely dominated by the Neo-Darwinian postulates, 
which can be briefly summarized as the claim that genes are the only relevant 
materials for explaining development and evolution. Lenneberg’s thoughts went 
beyond this ‘orthodox’ conception. Unfortunately, his views on this matter were 
never, as far as we know, acknowledged nor highlighted. Worse, we will see 
below that they have even been mischaracterized. By means of quotes from his 
1967 book, we will try to show that Lenneberg considered genes to be a mere 
starting-point, which is to be complemented with and related to many biological 
elements and levels for making up non-trivial developmental paths. 
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2.1. Two (Ancient and Modern) Answers about the Generation and 
Development of Biological Form 

 
To begin with, let us make clear certain very general positions about develop-
ment. These will help us situate Lenneberg’s vision better. How is biological form 
generated? Which are the sources for it? How does it develop? These questions, 
and their many ramifications, have been at the heart of biology for centuries. 
Accordingly, much ink has been spilt on them, and very disparate answers have 
been offered. Perhaps one of the clearer examples of the controversy surrounding 
those questions can be found in the 17th and 18th centuries. At that time, a heated 
debate arose about how generation and development of form should be consi-
dered (for a brief overview, see Maienschein 2005; for an in-depth analysis, see 
Pinto-Correia 1997 and especially Roe 1981). On the one hand, preformationists 
believed that the fetus preexisted in the form of an homunculus; although the 
homunculus was allegedly a being in miniature, it was conceived of as fully 
formed (i.e. preformed), with organs, limbs, traits, and so on. On the other hand, 
proponents of epigenesis assumed that the fetus did not preexist at all; instead, it 
developed step by step. 
 As biology advanced, it became clear that the preformationist position 
lacked any kind of empirical support, for the alleged homunculus was never 
found. However, there is a sense in which the Evolutionary Synthesis and the 
Neo-Darwinian movement which grew out from it, resurrected the preformation-
ist position.2 Such a resurrection was carried out by means of a much more subtle 
strategy, based on the notion of information, and it gave rise to the geno-centric 
stance, which endows genes with a “special directive, formative, or informative 
power” (Oyama 2001: 178). Accordingly, genes grew in importance to the point 
that they were taken to possess the essential information for the development of 
organisms (and traits) and claimed to be the only relevant elements for heredity, 
development, and evolution to take place. Hence the return of preformationism, 
which for example Mayr (1982: 106) explicitly adheres to: According to Mayr, the 
development of organisms “is controlled by something preformed, now recog-
nized as the genetic program”. For those reasons, a strict identification between 
form and genetic codification was a key premise of Neo-Darwinian thought. In 
the words of Maynard-Smith & Szathmáry (1999: 2): “[…] each egg contains, in 
its genes, a set of instructions for making the appropriate adult. […] [I]t is the 
information contained in the genes that specifies the adult form”. 
 According to such a view, the sources of development lie in the infor-
mation contained within the genes (nuclear DNA); thus, the conclusion is drawn 
that development merely consists of displaying something already contained 
within the genes, by means of a process also strictly directed by them. Hence the 
preformationism; in fact, Lewontin (2000a: xii) asks “what important difference is 
there except in mechanical details between a preformed individual and all the 
                                                
    2 For justification of the preformationist nature of Neo-Darwinism, see Lewontin (2000a), 

Oyama (2000), Bateson (2001), or Longa (2008), among others. Griffiths & Stotz (2000: 34) 
coin the term of “neo-preformationism” (“This strategy is often described as ‘neo-
preformationism’ because like the old preformation theory of the embryo it denies that the 
order manifested in the developed organism actually originates during development”), 
whereas Weber & Depew (2001: 241) prefer to name it “weak preformationism”. 
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information necessary to specify that individual?”. The result would in both 
cases essentially be the same: “[A]dult organisms are merely expanded versions 
of the fertilized egg” (Bateson 2001: 156).3 
 Quite the opposite characterizes the developmentalist position (cf. Johnston 
1987, Oyama 2000, Gottlieb 2001, Moore 2001, Oyama et al. 2001, Johnston & 
Edwards 2002, Robert 2004, and Blumberg 2005, among many other works). This 
perspective considers that traits (whether physiological or cognitive) cannot be 
pre-specified in advance nor directly encoded in the genome. The notion of 
genetic program as the main (or unique) source of information for development 
is said to be misguided because it ignores the informational role of many non-
DNA elements which are placed between genes and environment, and without 
which development would not take place. As already pointed out by Lehrman 
(1953), to assume that the genes have the information for traits, and consequently 
that traits are encoded or pre-specified in a genetic program, entails turning 
development into an irrelevant notion.4 
 In fact, development cannot be conceived of as a single function of the 
genotype, nor as an additive result of genetic and environmental influences 
alone. The reason is that development is a highly complex process defined by 
multiple interactions which arise from multiple biological states and stages. 
Hence the notion of epigenesis, the meaning of which is that “development 
emerges via cascades of interactions across multiple levels of causation” (Spencer 
et al. 2009: 79), only some of them being related to the genetic level. Accordingly, 
the traditional divide between genes and environment cannot capture the subtle-
ties of developmental processes: In order to explain traits, much more is needed 
than genes and environment alone (cf. Johnston 1987, and section 2.3 below). 
 To sum up, the aforementioned positions are very different perspectives 
about form and development: According to preformationism, genes do have 
traits (or, equivalently, the information for them to be generated), whereas from 
an epigenesist perspective genes cannot contain traits at all; genes are simply a 
step (perhaps not even the first; cf. Newman 2010) towards a very complex 
sequence of events which, at the very end, produces the development of traits.5 
                                                
    3 It should be noted that the geno-centric perspective also pervades some versions of Evo-

Devo (cf. Benítez-Burraco & Longa 2010, Linde Medina 2010, Pigliucci & Müller 2010). For 
example, according to Carroll (2005: 35), “[i]n the entire complement of DNA of a species 
(the genome) there exists the information for building that animal. The instructions for 
making five fingers, or two eyespots, or six legs, or black and white stripes are somehow 
encoded in the genomes of the species that bear those traits”. 

    4 This is not to say that developmentalism defends “a return to empiricism and notions of a 
‘blank slate’” (Spencer et al. 2009: 84); see Maclaurin (2002) for an even clearer position on 
that topic, and Lorenzo & Longa’s (2009) developmentalist proposal within linguistic mini-
malism. It just means to say that developmental processes are much more complex than 
traditionally assumed. 

    5 Both perspectives can be related to the sophisticated conceptual analysis of the ‘gene’ notion 
made by Moss (2003), who distinguishes two types of genes which he calls ‘Gene-P’ and 
‘Gene-D’. The ‘Gene-P’ notion corresponds to genes of the preformationist view, those enti-
ties being “determinants of organismic traits and phenotypes” (p. xvii), whereas the ‘Gene-
D’, which can be ascribed to the epigenesist/developmentalist perspective, may be concep-
tualized as simply one of the developmental resources, among many others. Its role is to 
provide templates for RNA and protein synthesis, but it “has in itself no determinate relatio-
nship to organismal phenotypes” (p. xiv). 
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 For the purposes of our paper, it is important to realize that Generative 
Grammar has traditionally embraced the preformationist perspective by means 
of its defense of the need for a genetic program for language (see Longa 2008 and 
Lorenzo & Longa 2009 for details). Modern nativists assumed that there exists a 
language-specific “genetically determined initial state” (Chomsky 1980: 233) for 
explaining language growth in the individual. That initial state, named Universal 
Grammar, contains the innate linguistic principles for language to develop. It is 
for that reason that Universal Grammar is fully conflated with the notion of 
linguistic genotype (Chomsky 1980: 65, Lightfoot 1982: 21, Lightfoot 1999: 52, 
Anderson & Lightfoot 2002: 22, Lightfoot 2006: 45–46), this notion being defined 
as “that part of our genetic endowment which is relevant for our linguistic 
development” (Anderson & Lightfoot 2002: 22).6 Accordingly, many linguistic 
properties were considered to directly lie in the genes. Examples along these lines 
abound. Thus, when discussing the property of structure-dependence, Smith 
(1999: 173) argues that universal properties of language like such a property 
“have become encoded in the genes of the children”. The same strategy has been 
defended by many generative scholars, who have ascribed many constraints, 
principles, etc., to the genotype.7 
 
2.2. Lenneberg’s Views on Genes 
 
As just discussed, from its inception Generative Grammar considered the geno-
type to be the source of the linguistic form, in much the same way that Neo-
Darwinism took the genotype to be the source of biological form. For this reason 
we find it remarkable that Lenneberg showed a very different conception from 
the view Chomsky and associates adhered to. A careful reading of Lenneberg 
(1967) shows that, undoubtedly, Lenneberg ascribes a significant role to genes. 
He considered them to make up a level of biological organization, of course, 
much like those developmentalist theorists who point out that genes have been 
vastly overestimated by ‘orthodox’ biology but who do not deny that those enti-
ties have a role (cf. Griffiths & Gray 2005: 420 as an answer to misunderstandings 
according to which in developmentalist thinking genes are thought to be unim-
portant or even irrelevant). But, crucially, for Lenneberg, this was not the only 
level, nor the unique level which contributes to development with information. 
As we will see in the quotes that follow, Lenneberg went beyond the simplistic 
view which linked genes and traits. Importantly, he did so in a period when the 
traditional geno-centric position was even reinforced by the notion of genetic 

                                                
    6 In this context, Jenkins’ (1979: 106) characterization of Generative Grammar as belonging to 

the “traditional study of the genetics of organisms” does not come as a surprise. 
    7 Here are some others: 

“If innate, language must be genetic.” (Uriagereka 2007) 

“It seems a miracle that young children easily learn the language of any environment 
into which they were born. The generative approach to grammar, pioneered by 
Chomsky, argues that this is only explicable if certain deep, universal features of this 
competence are innate characteristics of the human brain. Biologically speaking, this 
hypothesis of an inheritable capability to learn any language means that it must 
somehow be encoded in the DNA of our chromosomes. Should this hypothesis one 
day be verified, then linguistics would become a branch of biology.” (Jerne 1993: 223) 



Biolinguistics    Forum   
 

259 

program that molecular Neo-Darwinism brought to the fore in the beginning of 
the sixties. 
 Here is what we get when we turn to Biological Foundations of Language. 
According to Lenneberg, “genetic mechanisms definitely play a role in the devel-
opment of an individual’s behavior” (p. 22). However, Lenneberg’s position on 
genes is characterized by two main aspects: The acknowledgement of a very in-
direct relationship between genes and traits, and the rejection of the existence of 
‘special’ genes for language, that is, the rejection of the need for a specifically 
linguistic genotype. Consequently, he offered well taken ideas (with far-reaching 
ramifications) about what genes can or cannot do, and what their real function is. 
These aspects can be summarized, as we will show, in Lenneberg’s lucid rejection 
of the following two assumptions: (i) genes contain traits, and (ii) genes directly 
determine traits. 
 Chapter 6 of Lenneberg (1967) is particularly enlightening in order to fully 
appreciate his views on those issues. There, Lenneberg discusses the role of the 
genes by analyzing “what is known about the specific action of genes” (p. 239). 
His answer is that “DNA molecules, the biochemical correlates of genes, 
probably do not more than control the protein synthesis within the cell”. That is, 
according to Lenneberg, no kind of functional principle could be stored in the 
genes, a claim which prevents genes from specifying any kind of traits in 
advance. Let’s note how similar that statement is to claims made by defenders of 
the developmentalist stance; for example, according to Bateson (2001: 157), 
“[g]enes store information coding for the amino acid sequences of proteins; that 
is all. They do not code for parts of the nervous system and certainly do not code 
for particular behavior patterns”. 
 Lenneberg went even beyond this, and explicitly denied in several 
passages of his book the idea that there exist genes for specific traits (including 
language), or, put similarly, that genes can contain traits. An example illustrates 
this. Lenneberg points out that the synthesis and biochemical structure of the en-
zymes are controlled by the molecular structure of the genes, and small changes 
in that structure “may easily affect the catalyzing efficiency of the enzymes and 
thereby change the temporal proportions of many far reaching reactions” (p. 
241). Those temporal irregularities may affect aspects like the speed of growth, 
therefore giving rise to altered temporo-spatial patterns. It is for that reason that 
“genes may be responsible for the inheritance of certain structural characteristics 
such as the famous Hapsburg lip,8 or a shortening of the chin, or excessively long 
legs” (p. 241). In cases like those, the growth is abnormally scheduled: It contin-
ues for a longer time than the usual growth (or it may be inhibited before the 
usual growth). 
 Lenneberg goes on to argue, very relevantly, that “it is not strictly correct to 
speak of genes for long ears, for auditory acuity, or for the capacity for language” (p. 
241) [italics ours]. The reason is that “[g]enes can only affect ontogenesis through 
varying the cells’ repertoire of differentiation, but this, in turn, may have 

                                                
    8 The ‘Hapsburg lip’ is a genetic disorder which consists of a thick and overdeveloped lower 

lip. That disorder is usually associated to the ‘Hapsburg jaw’ (mandibular prognathism), in 
which the lower jaw is projected forward. 
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secondary effects upon structure, function, and capacities” (p. 241).9 
 True, an anomalous sequence of DNA can cause an abnormal phenotype, 
but the crucial point is that the mirror image cannot be inferred: The correct 
version of that DNA sequence cannot be taken to be responsible for the trait. To 
put it in other words, the existence of a correlation between a given sequence of 
DNA and the presence of a trait does not entail at all a direct causation of the trait 
by that sequence of DNA. As Bateson (2001: 157) puts it, “[a] disconnected wire 
can cause a car to break down, but this does not mean that the wire by itself is 
responsible for making the car move”. 
 As mentioned above, the assumption of a direct link between genes and 
traits has pervaded and still does not only society, but continues to populate 
academic writings, especially in the context of language. For example, the recent 
finding of the human version of the FOXP2 gene in Neanderthals (Krause et al. 
2007) has raised the widely extended inference that Homo neanderthalensis had a 
human-like (i.e. modern) language. This case illustrates pretty well that the 
assumption of a direct link between genes and traits is still accepted by many 
scientists, in the light of quotes like the following: 

 
[…] Neanderthals must have had a communication system at least 
equivalent to the one we can infer for Aurignician moderns. […] This is 
consistent with recent genetic evidence (Krause et al. 2007) indicating that a 
critical gene known to underlie speech ⎯ namely FOXP2 ⎯  was present in 
the Neanderthal genome.          (d’Errico & Vanhaeren 2009: 38) 
 
Up to date behavioural and anatomical studies of neandertal fossils and the 
recent discovery of their possession of the FOXP2 gene indicate Neandertals 
(and, very likely, their European ancestors) has linguistic capacities similar 
to living humans.               (Frayer et al. 2010: 113) 

 
 However, the inference ‘FOXP2 in Neanderthals, ergo (complex, sapiens-
like) language’ is very simplistic, and therefore, ill founded (cf. Benítez-Burraco & 
Longa, in press for discussion). Among many other reasons, a gene by itself is 
useless. As Dick Lewontin likes to stress, DNA is a dead molecule, among the 
most non-reactive, chemically inert of molecules in the living world. That is why 
it can be recovered from ancient plants and long-dead animals. It has no power 
to reproduce itself and, while it is promoted as producing proteins, in fact 
proteins (enzymes) produce DNA. As Fisher & Scharff (2009: 173) put it, “[i]t is 
worth emphasizing that because language is clearly underpinned by multifactor-
ial influences, the status of a single gene in ancient DNA is insufficient to resolve 
long-standing debates over linguistic capacities of our extinct ancestors”. 
 The widely extended assumption of a direct link between genes and traits 
derives from classical genetics (Mendelian–Morganian-like), which was con-
ceived of as the analysis of discrete units acting upon specific phenotypic traits, 
and it basically entails considering a gene as a simple causal agent (Jablonka & 
Lamb 2005: 6). The (false) rationale underlying that reasoning has been nicely 
unraveled (and criticized) by Brian Goodwin: 
                                                
    9 In so doing, Lenneberg solves an apparent paradox that he himself raised (cf. p. 272): If the 

inherited genetic information has only to do with intracellular events, but at the same time 
language is a supracellular phenomenon, how could language have a genetic foundation? 
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So a change in one gene can make a big difference to the shape of an 
organism, or indeed to any other inherited property. This is a very 
important observation, and a lot has been made of it. But the conclusion is 
often drawn that the genes themselves, through their products, contain the 
key to understanding how all the detailed properties and structures of 
organisms are made, so that all we need to know is what the genes are doing 
in order to explain how organisms get their shapes. […] The logic that leads 
to this very strong statement runs basically as follows. Because we know 
that a change in a single gene is enough to cause a change in the structure of 
an organism, genes must contain all the information for making that 
structure. If we can get that information, we’ll understand how the structure 
is made.                 (Goodwin 1994: 16–17) 

 
 This conception of the genes as simple causal agents has led to the idea that 
a given gene is the direct and unique responsible for a given phenotype. That 
view, we insist, was not assumed by Lenneberg. In fact, he rejected that idea at 
least in two more passages of his book. Thus, Lenneberg points out that the way 
how genes influence the general patterns of structure and function is by means of 
their action upon ontogenesis. And, as he states, “it is possible to talk about 
language in connection with genetics without having to make shaky assumptions 
about ‘genes for language’” (p. 244). Later, he goes on saying that although pedi-
grees and twin studies suggest that genetic transmission is relevant to language 
facilitation, “there is no need to assume ‘genes for language’” (p. 265). To have 
firmly placed that conclusion on the agenda almost half a century ago is undeni-
ably a great merit of Lenneberg’s thought, one that too many (bio)linguists con-
tinue to ignore. 
 According to Lenneberg, “we do not know what the direct relationships are 
between man’s complement of genes and his mode of communication; we merely 
wish to outline the theoretical possibilities for relating the two” (p. 244). As it can 
be appreciated, Lenneberg outlined those theoretical options (which are based on 
the existence of a very indirect relationship between genes and traits) very 
accurately. Lenneberg was perfectly aware that “[t]he idea that there is a gene for 
adventurousness, heart disease, obesity, religiosity, homosexuality, shyness, 
stupidity,10 or any other aspect of mind or body has no place on the platform of 
genetic discourse” (Jablonka & Lamb 2005: 6).11 
 All the aspects raised so far naturally lead to discuss Lenneberg’s view on 
development in general, and on language development in particular. Again, his 
treatment of these topics is both illuminating and remarkably modern-sounding. 
 
2.3. Lenneberg on Development 
 
In section 2.1, it was argued that the conception of development held by (ancient 

                                                
    10 Or even voting behavior. Fowler & Dawes (2008: 587–588) state that “two extensively 

studied genes are significantly associated with voter turnout. Further, these are the first two 
genes ever directly associated with political behavior”. It seems to us that this view would 
also be strongly rejected by Jablonka & Lamb (and by Lenneberg). 

    11 Critics may argue against our interpretation of some passages of Lenneberg’s book using 
quotes like “[a] direct and profound dependence of language capacity on genetic consti-
tution” (p. 253). However, our discussion shows that “direct and profound” should not be 
understood as a direct causation at all. 
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or modern) preformationism can be said to imply that development is under-
valued or even neglected, because the information for the traits is considered to 
pre-exist in the genes: The more relevant we consider the genetic program, the 
more trivialized development becomes. A key idea of such a preformationist 
perspective is to assume that genotype and environment are the only two rele-
vant actors for development to take place. However, from a truly developmental 
view, it is obvious that this reductionist strategy is misguided, for it ignores the 
vast biological machinery which exists between genotype and environment. 
Without that machinery, both genotype and environment would be completely 
useless. This point is especially clear when we consider what is referred to as 
‘cascading events’ in developmental biology (cf. Moore 2001: chap. 4): The devel-
opment of any trait implies a very complex sequence of events, where “event A 
causes event B, which causes event C, and so on” (Moore 2001: 69). For sake of 
exposition, that phenomenon could be represented in a very simplified way with 
something like this: 
 

A ⇒B ⇒ C ⇒ D ⇒ E ⇒ F ⇒ G … ⇒ Z 
 
As Moore points out, cascading events resemble a typical ‘domino effect’, where 
a domino pushes over another domino, and so on. The relevant point is the 
following: “[I]t does not seem reasonable to call event A the cause of event Z, 
because many other events are involved in producing event Z as well” (p. 70). 
Therefore, cascading events entail that nor genotypes nor environment may have 
direct effects. However, those who argue for the preexistence of traits within the 
genes forget that aspect (cf. Johnston & Edwards 2002 for a proposal of a highly 
articulated developmental model, with many interactants). 
 Interestingly, Lenneberg did not fall into that trap. A feature pervading his 
book is the recognition of the enormously complex nature of development, in 
such a way that after the genes, “a very complex chain of event ensues, until a 
relatively steady state, called maturity, is reached” (Lenneberg 1967: 240). This 
implies that, according to Lenneberg, “organisms are not programmed for their 
behavior by an ex machina force, but they develop a program ontogenetically 
together with nervous and non-nervous tissues” (p. 4). Two more quotes make 
this point abundantly clear: 
 

The central nervous system and other tissues in the body develop simultane-
ously and influence one another continuously during morphogenesis. 

(Lenneberg 1967: 28) 
 

Animals develop as an integrated whole including structure, function and 
behavioral capacities.               (Lenneberg 1967: 240) 

 
Lenneberg clearly held an interactionist, dynamic view of development. That 
view involves the rejection of an encapsulated and self-sufficient conception of 
the genome. 
 Actually, Lenneberg’s view can be related to a key feature of epigenesis, 
which is referred to as (complex) causal co-interactionism (cf. Lewontin 2000b, 
Oyama et al. 2001: 2, Robert et al. 2001: 955, Robert 2003: 96). In Robert’s words: 
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Constructive causal interactions in development involve inducing, 
facilitating, maintaining, and participating in time-sensitive feedback loops 
at multiple levels within and beyond the developing organism ⎯ only some 
of which might be characterized as gene activation. The interactions 
comprising organismal development are complex, and their effects are not 
simply additive.               (Robert 2003: 96) 

 
Complex co-interactionism thus means that development cannot be perceived as 
a linear series of stages, but as a continuous transformation across the overall 
process, where “biological products are built up, deformed, broken down, distri-
buted or deformed” (Oyama 2000: 133), those changes being the very essence of 
development. 
 According to Lenneberg, there exists an immanent schedule of evolvement 
evolutionary program “in which apparently one set of events sets the stage for a 
subsequent set, and so on” (p. 313). This entails that both form and function do 
not pre-exist; rather, they “gradually develop through a process of differenti-
ation” (p. 373), where “[t]he basic plan is based on information contained in the 
developing tissues” (p. 373); consequently, such a plan is not to be found in the 
genes themselves. 
 A brief discussion in the final passages of the book clearly shows the com-
plete rejection of preformationism (cf. p. 380). There Lenneberg argues that 
sometimes the claim is made that to defend the species-specificity of behavior or 
to postulate innate factors determining that behavior implies to return to the 
preformationism of the 18th century. However, he rejects that idea by stating that 
“[n]othing could be farther from the truth” (p. 380); then he goes on to argue that 
“the epigenetic doctrine teaches that the adult form is the result of gradual 
formation of structure through a continuing process of reconstitution of 
molecules” (p. 380). Lenneberg’s conclusion is as follows: “Clearly, our proposal 
of how language develops in the individual is in no way counter to an epigenetic 
view” (p. 380). 
 The aspects under discussion, and the discussion raised in section 2.2, point 
to Lenneberg’s clear preference for a developmental model lacking any hints of 
preformationism, that is, an opposite model to the one which traditionally 
characterized Generative Grammar, based on linguistic principles with a content 
directly ascribed to the genes. 
 Lenneberg’s view on nativism seems to us to fall within what Stich (1975) 
called the ‘dispositional model’ of nativism (as opposed to the ‘input–output 
model’). This model defines an innate trait as a property which is determined to 
appear in a reliable way at a certain point of the developmental process of any 
member of the species (cf. Maclaurin 2002 as an updating treatment of that 
model). The dispositional model seems to fit in well with Lenneberg’s conception 
of development. In fact, many references are made across the book to the 
“regularity in the sequence of appearance of given milestones” (p. 126) as a hall-
mark for “maturationally controlled emergence of behavior” (cf. pp. 126, 127, 133, 
136, 142, 244, 326, 372, etc.). According to that model, innate traits are due to 
heterogeneous developmental resources, understood as any factor influencing 
development. Genetic factors are just one of them, but in no sense can they be 
regarded as the main or unique factors. 
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 The discussion so far seems to us to provide enough evidence that 
Lenneberg’s vision, encapsulated in his 1967 book, is quite different from the 
more popular representation of his views, as found, for example in the writings 
of Ken Wexler on “Lenneberg’s dream” (Wexler 2003, in press). 
 Contra Wexler, we think that Lenneberg’s dream cannot be characterized 
by the idea that development or maturation are pre-specified in the genes (cf. 
above) nor by the assumption that specific constraints are rooted in the genes. 
Certainly, Lenneberg stressed the importance of the process of internal matu-
ration for language (cf. pp. 126, 139, 142, etc.), and he claimed that “the appear-
ance of language is primarily dependent upon the maturational development of 
states of readiness within the child” (p. 142). However, for Lenneberg biological 
growth is not controlled by genes alone, something which is quite the opposite to 
Wexler’s framework. According to Wexler (2003: 13), development “is in central 
cases taken to be genetically guided” in such a way that “many principles are 
genetically programmed” (Wexler 2003: 38). For example, his treatment of the 
UCC, the “Unique Checking Constraint” (Wexler 1998: 59)12 clearly illustrates 
that assumption. According to Wexler (1998: 73), the UCC is “part of the genetic 
program”; therefore, “[t]he genetic system determines that at birth […] the UCC 
is in place” (Wexler 2003: 40). Wexler (in press: 38) goes on to argue that “[g]iven 
these results together with the results discussed in this paper, the field is 
beginning to hone in on which gene or genes control the development of UCC”. 
 It is obvious from these quotes that, according to Wexler, there is a direct 
link between genes and a linguistic constraint. Wexler (2003: 45) points out that 
his framework resembles the way how Lenneberg expected language develop-
ment to behave; hence, “Lenneberg’s dream”. However, as our discussion 
showed, the formulation of Lenneberg’s dream cannot match the direction 
Wexler argues for. Lenneberg, we think, would not agree at all with that inter-
pretation of his dream. 
 
3. How Special Are the Language Mechanisms According to Lenneberg? 
 
The second topic we have chosen from Lenneberg (1967) is his answer to the 
question whether or not language mechanisms are special. This issue especially 
matters because some parallels can be traced with the issue of the role provided 
by Lenneberg to genes and development. Let us clarify this point a bit more: 
Although he endorsed the innate nature of language, Lenneberg departed from 
the geno-centric perspective that has characterized Generative Grammar for 
decades. With regard to language specificity or unspecificity, his own thought 
also departed from the canonical position held by traditional Generative Gram-
mar. In fact, it seems to us to fit in well with more recent approaches to the issue 
that soften the strongly system-specific stance that has dominated generative 
(bio)linguistics for so long. 
 As pointed out in Balari et al. (2010) and Di Sciullo et al. (2010), for many 
years, Generative Grammar was centered on the formal singularity and unique-
ness of language as opposed to any other instance of cognition or behavior of 

                                                
    12 The UCC states that “[t]he D feature of DP can only check against one functional category”. 
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non-human animals. This meant that Generative Grammar highlighted the great 
specificity of the language faculty, which was conceived of as uniquely human 
(and functioning with uniquely linguistic mechanisms). Accordingly, Chomsky 
(1968) assumed that language was a capacity lacking true homologues in other 
organisms, therefore being a problem for Darwinian-based continuity theses. 
 However, with the beginning of the 21st century, that position has been 
somehow reformulated, especially since Hauser et al. (2002) and their case in 
favor of a comparative approach to the language faculty. According to that pro-
posal, the faculty of language is not conceived of as a homogeneous whole (in an 
all-or-nothing style), but as a collection (or ‘mosaic’) of abilities and capabilities, 
some of them being shared with non-human animals and other being uniquely 
human. The divide between faculty of language in the broad sense (FLB) and in 
the narrow sense (FLN) represents the attempt to shed light on this issue: Many 
mechanisms related to the systems of thought, and especially, to the sensori-
motor system are not uniquely human, but rather they are widely extended 
among non-human animals. That is not the case, though, of FLN, which is some-
thing like a residue of the uniquely human nature of the language faculty, which, 
by definition, cannot be compared to anything existing in the mind of other 
species (nor even in other domains of the human mind). A clear sign of the 
current interest on that topic is the fact that it is currently being much debated (cf. 
Hauser et al. 2002, Pinker & Jackendoff 2005, Fitch et al. 2005, and Jackendoff & 
Pinker 2005; see also Anderson 2004 and Samuels et al., in press). 
 Where does the interest of Lenneberg’s approach to the issue lie? The 
answer is straightforward: In a moment when Generative Grammar, and 
Chomsky himself, stressed the differences between human language as a whole 
and animal systems, by stating that no linguistic mechanisms had anything to do 
with those found in animals, Lenneberg provided us with an incipient 
comparative method, which led him to the assertion that similarities between 
humans and non-humans can be found, even for those areas of the language 
faculty which in current terms would correspond to the FLN. That way, 
Lenneberg’s view is that key mechanisms of language can be related to very 
ancient animal capacities. 
 A clarification is in order: What we have just said does not mean that 
according to Lenneberg language is not species-specific. It clearly is, and this is 
one of the most recurrent claims in his book. If that were not the case, animals 
could have access to language, but, as he repeatedly points out, that does not 
follow. What that claim implies is that the language specificity is based on the 
modification in humans of ancestral vertebrate mechanisms, a descent-with-
modification view that would have pleased Darwin himself (who preferred the 
notion of descent to that of evolution). An example will help appreciate this. 
Consider MacNeilage’s (1998) treatment of the evolutionary origins of the 
syllable (we hasten to add that we do not necessarily endorse this view on the 
syllable, but we think it nicely illustrates what we want to convey). According to 
MacNeilage (1998), syllabic cyclicity derives from repetitive movements asso-
ciated to the mammal chewing. This does not involve to defend that the syllable 
is not a specifically linguistic unit; undoubtedly, it is. However, that unit is built 
upon ancestral mammal capacities. Something similar applies to Lenneberg’s 
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view: Although some of the features that define the essence of language, like 
phrase-structure or transformations, are specifically linguistic features, they may 
nevertheless derive from very ancient capacities. 
 Lenneberg (1967: chap. 6) discusses some differences between animal com-
munication and language, and he argues against the claim that “a straight-line of 
evolution” (p. 228) may be traced among them. In fact, he rejects two different 
versions of the continuity thesis: Straight-line evolution of language with only 
quantitative changes, and straight-line evolution of complexity by stepwise ac-
cretion, with missing links (cf. pp. 228–230). Instead, he defends the theory of dis-
continuity between animal communication and human language, by arguing that 
such a thesis “is not only biologically acceptable but, in fact, more in line with 
present theories in developmental biology than the former type theory” (p. 228). 
However, he clarifies that “[a] discontinuity theory is not the same as a special 
creation theory. No biological phenomenon is without antecedents” (p. 234). 
Although to his view those antecedents are not evident, he offers a highly inter-
esting proposal in that regard, which combines shared nature and specificity. 
 The key of Lenneberg’s proposal (p. 336) is that the cognitive mechanisms 
that underlie the components of language (syntax, semantics or phonology) are 
based on the processes of categorization, differentiation, and interrelation (differ-
entiation and interrelation being just two aspects of the general process of cate-
gorization). What about the categorization process? Is it special to humans, or is 
it shared? Lenneberg’s answer offers no doubts: Categorization is a universal 
phenomenon in the animal kingdom, although “the categorizations peculiar to 
language operate through the application of highly species-specific principles” 
(p. 336).13 For that reason, Lenneberg states that the cognitive function which 
underlies language implies the adaptation in humans of an ubiquitous process 
among vertebrates of categorization and extraction of similarities: “The per-
ception and production of language may be reduced on all levels to categori-
zation processes” (p.374). 
 It is important to analyze what the process of categorization is for 
Lenneberg, for authors who would write much later, like Bickerton (1990), 
reached very similar conclusions. Bickerton states that categorization implies a 
process of segmentation of reality that in turn points to a process of abstraction of 
it. In fact, he showed that any category puts together actions, processes, or 
entities which cannot be taken as equivalent: For example, we can find very 
different tables, according to their size, raw materials, color, form, etc. However, 
when we categorize, we abstract away from those differences, and we keep only 
the constant features, which are mainly abstract (cf. Cohen & Lefebvre 2005 for 
an in-depth analysis of mechanisms of categorization). 
 Actually, intensive research with animals has unequivocally shown that 
they are also able to categorize, that capacity being at the basis of concept 
formation. As it happens with humans, animal’s categorization involves to 
                                                
    13 Incidentally, note also the modern character of Lenneberg’s conception with regard to the 

recognition of complex processes in the animal mind. It should be kept in mind that in the 
1960s the existence of animal minds was in general not recognized, given the predominance 
of behaviorism. Consequently, the possibility that animals could possess mental processes 
like categorization was in general not recognized either. 
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abstractly unify tokens of a concept which can greatly vary from each other, in 
such a way that an organism “somehow perceives relations of unity between 
objects that in superficial detail appear quite different” (Bickerton 1990: 92; cf. 
Harnad 1987). For such a task to be made, complex capacities such as induction, 
generalization and abstraction are required (cf. Hurford 2007: 27 ff.).14 
 As regards categorization, Lenneberg asserts that “[m]an is no different 
from other animal” (p. 298). In fact, language mechanisms are to his mind specific 
applications of mechanisms which are shared. All vertebrates, Lenneberg claims 
(p. 331), may superimpose categories of functional equivalence to configu-rations 
of stimuli, in order to give a single type of response to any member of a concrete 
stimulus category.15 That way, animals organize the perceptual world through a 
process of categorization: “[T]here is no formal difference between man’s 
concept-formation and animal’s propensity for responding to categories of 
stimuli” (p. 332), although a substantive difference exist, which is that the overall 
possibilities of categorization are not the same among species. 
 As already mentioned above, from the basic process of categorization, two 
subsequent processes arise which are also shared by non-human animals: 
Differentiation or discrimination, and establishment of interrelations among 
categories, that is, to perceive transformations. And, importantly, Lenneberg uses 
those mechanisms in order to explain basic properties of language:16 phrase-
structure and grammatical transformations.  
 Phrase-structure arises, according to Lenneberg, by means of the progres-
sive differentiation of categories which are very general in the initial stages of 
development. Accordingly, he considers that the progressive development of 
syntagmatic structure is a process of differentiation of grammatical categories (p. 
294), in much a similar vein to the differentiation process that is the essence of the 
semantic component (by the way, it should be noted his impressive defense of a 
semantic naturalism) or the phonological one. With the differentiation procedure, 
he explains even main features of language, like recursion or nested depen-
dencies.17 
 As regards transformations, Lenneberg acknowledges that they have 
played a pivotal role in the characterization of grammar (p. 296). Transformations 
operate by relating different phrase-markers, and they allow to perceive relation-
ships and affinities between sentences with a very different surface structure, 
thus leading to the establishment of grammatical, semantic, and phonological 
connections (pp. 292, 299–300). But, again, far from considering them to be 
                                                
    14 Thus, “[p]ossession of words is not a necessary criterion for identifying possession of 

concepts” (Hurford 2007: 10). 
    15 That capacity can be said to be an instance of MacPhail’s (1987) level 2 of intelligence. This 

level goes beyond the connection between a stimulus and a response (level 1), in such a way 
that different stimuli can be connected, thus presupposing mental representations. 

    16 This clearly goes beyond language, because “[t]his differentiation process is not confined to 
language. In fact, it is the hallmark of all development” (Lenneberg 1967: 295). 

    17 “Both recursiveness and nested dependencies are simply consequences of differentiation or 
specification”. He goes on to argue that “[o]rganization of phrase-structure with the 
resulting phenomenon of recursiveness and nested dependencies appears as a ‘natural phe-
nomenon’ once we assume that a ubiquitous process is influencing a specific behavior”, 
although to execute that behavior requires “specific cognitive and thus biological adap-
tations” (all from Lenneberg 1967: 296). 
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uniquely human and uniquely linguistic mechanisms, according to Lenneberg, 
transformations are a ubiquitous process, also derived from categorization itself. 
 If, as specified above, categorization implies to group configurations of 
stimuli that are different from each other, transformations imply to recognize the 
similarity, something which is not unknown for animals either, and which 
proceeds through the mechanism of interrelation: 
 

All animals have the ability to group together stimulus configurations which 
may be physically totally different from each other; however, the animal 
makes an identical response to certain ones and thus treats them as if they 
were similar in some respect; we cannot escape the conclusion that for the 
animal, some similarity exists among such stimuli.      (Lenneberg 1967: 298) 

 
Accordingly, the conclusion holds that “all similarities involve transformational 
processes” (p. 299). That is, where the grouping is made in terms of a categori-
zation, a transformational process exists. To sum up, for Lenneberg, to perceive 
similarities must be a deeply entrenched process, in such a way that it points to 
the true nature of behavioral organization (p. 301).  
 According to Lenneberg, the common aspect of any transformation is an 
abstract schema (pp. 298–299); for example, the structural similarity between two 
strings of words transforms audible physical patterns into an abstract schema. 
That way, transformations operate by translating physical aspects into abstract 
schemas or representations, and they can be said to be simply the interrelation of 
categories (p. 335). For that reason, the transformational principle of language 
seems identical to the cognitive principle underlying the capacity of categorizing 
behavioral structures in a wide sense. 
 To sum up, according to Lenneberg, both phrase-structure and transfor-
mations are special applications of general models of organization because they 
“are common to the organization of the behavior of all higher animals” (p. 302). 
Therefore, according to Lenneberg, the cognitive function underlying language is 
the adaptation of a ubiquitous process of categorization and extraction of 
similarities among vertebrates (p. 374). 
 A final issue is in order: If language mechanisms are instances of mecha-
nisms which pervade animal kingdom, “why is language species-specific?” (p. 
302). The answer has to do with the fact that “cognitive processes must be highly 
adapted biologically” (p. 302). Although categorization is universal among 
animals, linguistic categorization operates according to principles which are 
specific of our species. That way, to perceive similarities and relations depends 
on the different capabilities of organisms for handling transformations (p. 325), 
those capabilities being biologically constrained.18 The result is that the nature of 
categorization must be determined for each species. 
 Chapter 6 of Biological Foundations of Language offers some hints for the 
ultimate reasons lying behind the specificity of cognitive processes. In that 
chapter, Lenneberg discusses D’Arcy Thompson’s (1917) famous method of 
transformations based on the superimposition of Cartesian coordinates on differ-
                                                
    18 In fact, Lenneberg (p. 371) argues that interspecific differences are not only related to differ-

ences in peripheral sensorial thresholds; as regards the cognitive organization, a function of 
upper, main processes, is also involved. 
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ent animal forms (or animal parts), the distortion of those coordinates generating 
several existing forms. 
 Lenneberg goes on to argue that those relationships among mature forms 
can be accounted for by “changes in growth gradients during ontogeny” (p. 245). 
Accordingly, those visible transformations derive from ‘invisible’ molecular 
transformations, which cause the developmental histories to differ. For that 
reason, the answer to the issue of language specificity should rest on 
developmental changes. That is a very nice result: Development as the source of 
evolution, much in the spirit of Evo-Devo. 
 
4. Conclusions 
 
Lenneberg’s Biological Foundations of Language can be considered a key reference 
for the emergence of the Biolinguistic Program. Accordingly, it has exerted a 
central influence in placing the study of language in a biological context. 
However, in this paper we have tried to show that the book’s merits by far 
exceed those which are usually given to it. In order to show that, we have looked 
at Lenneberg’s treatment of the role attributed to genes and development, and his 
view on the issue of domain specificity for language. Lenneberg’s answers to 
both issues are based on surprisingly modern conceptions, which went beyond 
the usual treatments on language and biology at the time when the book was 
written, but also strike us as far more modern than standard conceptions in 
current biolinguistics. Curiously, those conceptions are more in agreement with 
ideas brought to the fore by the Minimalist Program in linguistics (relativization 
of the role attributed to genes, and a new look at the issue of language speci-
ficity), and by the calls for an extended synthesis in biology (Pigliucci & Müller 
2010). In many ways, Lenneberg’s book was clearly ahead of its time. 
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Even if the human species is not the only one that has a mind, it may be the only one 
that knows that it does. Fascination with our own mind, with what we feel, sense, 
and think, lies at the heart of human nature and has unsurprisingly become a major 
part of scientific inquiry itself. Rigorous scientific inquiry into the character of mind 
has been a part of all major traditions in scientific thought, but the character of these 
inquiries varied across different traditions, some of which have also been essentially 
separate for millennia and are only being rediscovered now. Thus, the formal study 
of grammar was an essential ingredient in the Indian Classical tradition, leading to 
more than a thousand years of rich and intense discussions in linguistics and 
philosophy of language in the hands of Vyakaranvadis (grammarians) such as Pāṇini, 
Tolkappiyar, and other authors in their traditions respectively in northern and 
southern India (Matilal 1990). There is essentially no parallel to this in the Ancient 
Greek tradition, where not grammar but geometry was the entry point to science. 
And although Aristotle developed a model of the sentence that has proved relatively 
stable for two thousand years of linguistic theory (Moro 1997), the first tradition of 
Universal Grammar in the Western world emerged not before the 1200s in Paris 
(Covington 2009), where Modistic grammarians viewed grammar as a formatting 
principle for a species-unique kind of thought. Flourishing across much of Northern 
Europe by the end of the 13th century, it eclipsed after less than a hundred years 
when nominalist doctrines entered the scene and logic took pride over grammar 
again as a meta-theoretic framework. Interestingly, a similar eclipse happened with 
the grammarian tradition in India as the logico-empiricist framework of the Nyayai-
kas (logicians) became dominant. The next tradition in scientific thinking about 
human grammar, namely Port Royal, emerged within Cartesian rationalism in the 
17th century, and was taken up by Noam Chomsky in the 20th (Chomsky 1966). 
 With this last tradition we associate the term ‘second cognitive revolution’, 
which now is little more than 50 years old. To review it was part of the goals of an 
international conference convened by Nirmalangshu Mukherji, Wolfram Hinzen, 
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and Bijoy Boruah, on ‘The Character of Mind’. It was held at the Indian Institute of 
Advanced Studies in Shimla (Northern India) from 18–20 March 2011, with the 
generous financial support of the Institute and the Indian Council of Philosophical 
Research. Bringing together eminent scholars and scientists from India, Canada, 
Italy, the UK, and the US — coming from disciplines such as philosophy, 
psychology, linguistics, law, biology, and physics — the following questions were 
asked: What has been achieved in half a century of study of the cognitive mind? 
How does it connect with millennia of human effort to bring light to the structure of 
our mind, in different traditions with radically different emphases and cultural 
conditions? Are there lasting insights unifying these traditions? Is the evidential 
basis clear on which claims about the character of mind can rest?  
 A look at the history of the science of cognition reveals both essential continu-
ities and discontinuities. The fragility of the enterprise at large impresses itself on the 
observer: Progress in the study of mind has been very far from linear. Continuities 
cannot be overlooked, on the other hand. Thus as Amita Chatterjee’s (Calcutta/ 
Kolkata) presentation illustrated, the 20th century debate on whether the represen-
tational resources of our mind track a mind-independent external reality, or whether 
our representational access to the world is rather linguistically mediated, is as well-
articulated in the Classical Indian tradition of the Navya-Naiyāyika’s (new logicians) 
as it is in the 20th century Western analytic tradition. A characteristic conflict between 
the viewpoint of the logicians and the grammarians is to be found in the Indian 
tradition as noted, as much as it is a leading theme in the downfall of Modistic 
grammar (Covington 2009), mentioned above, in the turn of 19th century grammari-
ans against the Port Royal tradition of logic (Graffi 2007), or in the turn of 20th 
century logicians such as Russell against the structure of human language as a valid 
source of philosophical insight. The persistence of this somewhat uneasy partnership 
between grammar and logic as possible frameworks for philosophy throughout the 
course of human scientific rationality marks it as a particularly important focus of 
further historical and systematic study.  
 Inquiry into which mental structure is ‘innate’ to the mind is also a defining 
feature of scientific rationality as constructed by Plato which, despite numerous 
attempts to contravene it, is no less alive today, as the contribution of Susan Carey 
(Harvard) on the origin of concepts at the conference exemplified. Interestingly, on 
the other hand, the epistemology of innateness does not appear to play the same 
paradigmatic role in the study of grammar in the Indian tradition. Not only is the 
epistemology different, but also there was a more definite focus on the grammatical 
mind, as noted, such that grammar was viewed as playing a role in the structuring of 
both thought and reality. As Probal Dasgupta (Kolkata) put it in his contribution, 
formal grammar in the wake of the Chomskyan framework has ‘focused on the 
grammatical rule as the austere formal object of rigorous statement’, thereby ignor-
ing an essential turn that Indian formal linguistics took in the 7th century with the 
work of Bhartrihari, whose seminal work Vaakyapadiiya (On Words and Sentences) 
inaugurates what we may call a ‘substantivist’ approach, in which the whole cycle 
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from sentence composition through speaking, hearing, and understanding to fresh 
composition is identified as the proper object and domain of linguistic inquiry.  
 As Godavarish Mishra’s (Delhi) presentation made clear in this connection, 
this inquiry into the structure of the cognitive mind naturally points beyond itself 
even further. While metaphysics has been banned from modern science, it would be 
naive to conclude that cognitive science has no bearing on deeper and wider 
questions of a philosophical nature even today. Bhartrihari exemplifies this point, 
too, when he not only rejects the familiar view of language as mere ‘vehicle’ of 
thought (or its ‘conveyer-belt’, as when language is merely expressive), but 
maintains that for something to count as knowledge, it has to be given a linguistic 
form. In this sense, what we know as the world is a creation of language. A world or 
mind placed outside of language, Bhartrihari maintains, would be inscrutable.  
 In Bhartrihari’s case, these wider epistemological and metaphysical 
contentions are woven into an intricate fabric of more specific empirical and metho-
dological hypotheses about language that bear on it, such as the question whether 
meaning is compositional (exhibits a part–whole structure), whether lexical items 
have an independent meaning, and whether the organization of the word is funda-
mentally distinct from the organization of the sentence. Dasgupta, arguing for the 
latter view, exemplifying it with restrictions on recursion in the domain of morpho-
logy, was here contradicted by Anna Maria Di Sciullo (Montréal), who argued that 
human language is characterized by a small set of basic operations — a toolkit, 
including the operation Merge — which can be used to various degrees in different 
domains, but is implied in morphology as well. Yet the recursions are different, with 
morphology reflecting arithmetical recursion somewhat more closely than syntax. 
The question why human language clearly distinguishes these two domains of 
grammatical organization — the word and the sentence — remains.  
 While all of these issues are focused around the role of grammar in human 
cognition, it is abundantly clear that mind is not exhausted by language. In fact, if 
one takes the Shimla event as any indication, it may be useful to see the human mind 
as characterized by three broad domains: 
 
(A) (self-)knowledge 
(B) grammar 
(C) experience 
 
Knowledge, including self-knowledge, has been at the heart of the Western tradition, 
particularly since Descartes’ re-centering of knowledge around the Self and its cogi-
tations, which formed the subject of Bijoy Boruah’s (Delhi) presentation discussed 
below. The same is true of the Indian tradition, such as the Vedanta — with an 
alternative tradition too denying the Self, such as the Carvakas (‘materialists’) and the 
Buddhists. Grammar is clearly central to knowledge, for it appears that we can 
obtain no know-ledge in the relevant sense in domains of cognition where the 
relevant structural formats don’t exist: associative cognition, say, or emotional 
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cognition. One of the most crucial questions in the study of cognition thus is what 
difference grammar, which is species-unique, makes to the character of mind, and 
perhaps even to the origin of our species. Yet, as Ned Block (New York) put it in his 
presentation, reason is not the essence of the mental; or, to put this around, the 
mental — in the sense of awareness of phenomenal experience — is not the essence 
of reason. Hence, there is a distinct and crucially different third domain of 
experience, which confronts us with explanatory problems distinct from either those 
posed by knowledge or by gram-mar.  
 Block’s topic — phenomenal richness of experience, which is often unlike what 
we take it or report it to be — illustrated how fascinating and difficult the question 
becomes what we really experience when language is not there to structure that 
experience and to report it, or when such reports are seen always to be a function, 
not only of conscious experience, but cognitive and affective responses to task-
specific demands as well. Somewhat similar problems keep arising in comparative 
cognition. As Block notes, ‘even our interpretations of animal research must ulti-
mately be based on human first person reports’. Evidence for the richness of the non-
linguistic animal mind is rich and undeniable, yet what it is exactly that an animal is 
thinking at a particular moment (which concept, in which structural arrangement), 
has proved to be an elusive question. Is an animal thinking at all if it has no concept 
of a thought (Davidson 1984)? If it has no words, are its ‘concepts’ like the meanings 
that words have when they occur in sentences (where, in particular, they all have a 
grammatical category, which no concepts as such have)? These questions came up in 
discussions on several papers in the conference. 
 When language gives out, in short (and by consequence there is no space of 
shared words linked to entities in the external world that we can use to tap into a 
hearer’s mind), it may be that reality becomes harder to delineate. Ingenious 
methods now have to be devised to get a glimpse of this non-grammatical reality; 
neuroimaging, say. Yet the continuous neural activity imaged with today’s techno-
logies proves not to be of the right grain to capture experience where it has a content 
that is discrete. The situation gets more complicated still when we realize, as Barry 
Smith (London) argued, human ‘conscious experience’ itself — in traditional terms, 
the experience of a Kantian or Cartesian ‘subject’ — is not the unified phenomenon it 
has long been taken to be in at least the Western modern philosophical tradition. A 
look at ‘abnormal’ experience in mental illness after brain damage reveals that a 
‘normal’ subject’s experience may also not be as normal as we thought. Hidden 
beneath something as simple, familiar and basic as a feeling of ‘agency’ lie myriad 
interacting systems in the brain that sustain the illusion of unity where none exists. 
While some of the ‘abnormal’ experiences are traceable to aspects of language 
impairment, some are not. As with Block, Smith left it open as to how much of the 
structure of human experience can be traced to nonhuman organisms. 
 This essential fragility of the construct we call the ‘Self’ is a notable new topic 
for systematic inquiry. In contrast, Bijoy Boruah’s talk served to remind participants 
of the undeniable intuitive force of traditional Cartesian intuitions on the ultimate 
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simplicity and unity of the way in which the Self is presented to itself. Any way of 
objectifying the content of the experience of the Self indicates that we have missed 
the target of our inquiry, the subject. Here we enter a world of reflection of the 
human mind on itself that is more structured, and in particular strictly distinguishes 
the ‘I’ from any ‘you’ (including the you into which the I turns itself when addres-
sing or scrutinizing itself), and both of these from any ‘it’. For this move, relevant 
structural resources are required which may well be grammatical: It it is not clear 
whether any such form of self-reference can be sustained in the absence of a system 
of grammatical person, which we know plays a crucial role in the convergence of 
syntactic derivations (see e.g. Sigurðsson 2008, Longobardi 2010). Also, we need to 
explain that much of the grammaticality of ‘I’ and ‘you’, such as agreement struc-
tures, go through without assuming self-reference; otherwise, it will be impossible to 
deny the Self, à la David Hume or the Buddhists. 
 It appears, then, that some cognition is pre-grammatical, existing in pre-verbal 
infants and non-human animals, some is post-grammatical, or at least stands in some 
inherent relation to grammar. As Carey illustrated, before human beings create sci-
entific theories, mathematics, literature, moral systems, and complex technology, all 
of which are culturally constructed and require grammar among other things, there 
is a rich world of concepts characterized by inferential roles and representational 
functions. How they are structured — given that they are not structured gramma-
tically — is an open question. In the case of a concept such as number, the intrusion 
of grammar and a public language in the development of the infant may boost innate 
representational resources in a way that is not innately pre-specified. The richer a 
pre-linguistic world of concepts becomes, the more astounding and mystifying is the 
transition from pre-human hominins to our early African ancestors. Why, if the 
conceptual world of the Neanderthal and its immediate predecessors (let alone the 
chimpanzee) is so rich, is their culture so poor, and so un-suggestive of the inno-
vation and creativity that marks a modern human culture in the Aurignacian as 
much as it marks the language faculty that supports it? And what is the nature of the 
major transition in infant development that happens around the 4th year of age, as 
Carey argued for with a range of examples?  
 As Carey suggests, it may make sense to think of the matter in terms of a 
hierarchy of increasingly abstract representations, which may set out with percepts, 
continues with concepts and their inferential roles, and at some stage includes 
images. This was the topic of Mohan Matthen’s (Toronto) presentation, who attri-
buted propositional content as well as ‘force’ to such imagic representations (since 
one can anticipate, recollect, expect them, for example), thereby foreshadowing 
formats of cognition normally reserved for an illocutionary format of representation, 
i.e. the linguistic case. The entire hierarchy seems to obtain even before there are any 
words. At this junction a crucial question arises: What difference do words actually 
make?  
 Addressing this very question, Wolfram Hinzen (Durham) noted that the 
move from concepts to words marks a difference in grammaticality — every word 
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has a grammatical category — which in turn accounts for the fact that words can 
occur in sentences: They are parts of speech. Importantly, most words with a 
substantive lexical content can be re-categorized, moreover: For example, the root 
concept KILL can be grammaticalized as a noun (a quick kill) or as a verb (kill Bill), 
with mixed forms in between, such as nominalizations of the verbal form (the killing 
of Bill). These occurrences of the same lexical concept KILL clearly have nothing to 
do with a difference in semantic content, which remains the same throughout. What 
differs, rather, is ontology: whether this concept is referred to as an object (nominal 
case), as an event (verbal case), or as both. The external world, however, has little if 
anything to do with these differences in ontology: It could be exactly the same, and 
yet a speaker will refer to it with the nominal form on one occasion and the verbal 
one on another. The difference, thus, is a difference, not in semantic content, but 
deixis: The way of referring (the modus significandi, in traditional terminology). The 
relevant forms of deixis are inherently grammatical, moreover, and thus not to be 
found in non-grammatical beings. Grammar, in short, is a device of extended deixis: 
We use language to point hearers to objects, facts, and truths, which no creature that 
merely has concepts can do.  
 Hinzen’s take reflects a certain departure from the viewpoint of grammar as a 
purely formal object, even though the formality of generative grammar in the past 
has reflected a methodological decision, rather than an empirical claim, about the 
substantive nature of the object under study. Nonetheless, the formal treatment of 
the computational system underlying language is a crucial move within Minimalism, 
when it attempts to see the computations in the language faculty as an instance of 
computations in a wide range of species, or indeed in physical nature as such. Di 
Sciullo’s presentation precisely raised this question: How far the most fundamental 
computational operations reflect generic processes in nature that can be found in, 
say, cell division or organic growth as well. Universal constraints on linguistic 
computations, too, may be generic in the sense of reducing derivational complexity 
or avoiding the number of choices in a derivation. If so, a central question for the 
linguist is which language-specific operations need to be added to the fundamental 
principles of computation and recursion. Neurophysiological experiments suggest 
that the brain is specifically sensitive to crucial asymmetries arising derivationally, 
like between complements and non-complements or between mono- and bi-phasal 
structures. Even at this level of specificity the question arises whether the constraints 
in question are generic in nature, or else linguistically specific.  
 How much, then, is the grammatical mind really part of the physical world, as 
opposed to a joint of nature that cannot be conceptualized in other than grammatical 
terms? The question arises if one accepts, with Katz & Pesetsky (2009) and Mukherji 
(2010), that the joint of nature includes more than language, namely music and 
arithmetic as well. This peculiar triad and related domains may represent a unique 
configuration in nature that is simply not found anywhere else than in the 
grammatical mind itself, where they are used to compute sound and meanings. 
Looking for generic operations in the language faculty and regarding the latter as 
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arising from biological processes not specific to the human mind is a well-motivated 
recent path which resists this conclusion. Yet, as Nirmalangshu Mukherji (Delhi) 
argued, the conclusion may nonetheless be right. To put the conclusion differently, 
talk of ‘computational systems’ outside of the human species — as when desert ants 
and foraging bees are said to have it when computing paths of motion— may be a 
move guilty of equivocation in the very term ‘computational system’. As is worth 
noting in this regard, the best evidence for relevant computations does not come 
from the non-human primate lineage, which forms the most relevant comparison 
class: Chimpanzees don’t vocalize, and their thought system appears to be radically 
different from ours. The grammaticalization of sound and meaning may thus —
consistent with Hinzen’s story — create the very meanings that sentences encode and 
the very sounds that externalize them. Outside of a grammaticalized world, they 
would simply not be found, and where a computational system in the ant or bee 
brain has been posited, either a more biological story or a specific non-symbolic story 
(Bickerton 2009) may have to be sought that makes sense of the data. 
 Coming back to our earlier thoughts about ‘hierarchies’, it is clear that when 
we have moved from percepts to concepts to images, and from there on to words 
and sentences, we are nowhere near the end of the hierarchy of mental complexity. 
Thus, while a moral mind is surely necessarily a linguistic one, the naturalistic 
analysis of its grammaticality tells us relatively little about its moral content. As John 
Mikhail (Washington) discussed with reference to a rich tradition of inquiry lasting 
several centuries, however, the moral mind is nonetheless crucially a generative one 
as well: A moral being is capable to compute, on the spot, a potential infinity of 
complex moral judgements appropriate to an occasion, whose perceptual and 
physical feature will typically radically underdetermine the judgements in question. 
The rationality of these judgements is furthermore clearly not rational in the sense of 
consciously rationalizable by the subject in question, creating an analogy with a 
major insight in regards to the grammatical mind associated with the second 
cognitive revolution in the 1950s. The generative principles of moral judgment may 
thus be as inaccessible to conscious introspection as the principles of grammaticality. 
Yet, as was discussed at length, differences between the moral and the linguistic 
faculty nonetheless abound, with the former for example being subject to learning, 
instruction, and moral conflict in a way that linguistic judgements are not. Morality 
may also not allow for the methodology of individualism, in the way that grammar 
has at least been thought to do (though Hinzen’s story in regards to the deictic 
significance of grammar suggests reasons for skepticism in this regard). An account 
of the moral mind that appropriately identifies both the overlap and the differences 
between the two kinds of computations needs to predict these differences, so that 
talk of a ‘moral grammar’ in the brain is able to avoid the danger of involving a 
metaphorical extension of the term ‘grammar’ — much as, on Mukherji’s account, 
talk about grammar in ants and bees may involve such metaphorical extensions. 
 Difficulties with an understanding the moral mind in grammatical terms again 
illustrate conceptual obstacles when attempts are made to transcend the naturalistic 



Biolinguistics    Forum   
 

281 

study of the grammatical mind as pioneered by Chomsky half a century ago. As 
noted above, opening up cognitive science to the realm of the phenomenal and the 
Self moves us well to the boundaries of scientific inquiry, and perhaps in part bey-
ond. Yet, it is noteworthy that the scientific study of consciousness has been burge-
oning for many years, and much insight has been obtained. Where the moral mind is 
our topic, on the other hand, naturalistic inquiry will now confront normative issues 
that the generative approach to grammar has sought and managed to avoid.  
 That said, it is surprising which aspects of the mind this approach has now 
succeeded to illuminate. As Giuseppe Longobardi (Trieste) illustrated, the history 
and distribution among these is an excellent example, to an extent that the study of 
the history of human languages becomes a domain of inquiry from which to obtain a 
novel argument in favor of a computational approach to the mind in the sense of the 
generative program and its study of language from a mentalist point of view. 
Reconstructing linguistic phylogenies has until recently operated at a relatively 
‘surface’ (or phenotypic) level of linguistic description, often focusing on words and 
their histories or relatively superficial structural patterns, at the expense of the ‘I-
linguistic’ mechanisms studied for many decades in generative linguistics. As such it 
has certainly not been able to take us beyond the threshold of 10,000 years of human 
history. Yet, even before that date, major human and linguistic diversity must have 
existed. As Longobardi explained and illustrated, just as genetics has introduced 
genetic and molecular markers (cf. Cavalli Sforza et al. 1994) which are more abstract 
and only indirectly connected to external phenotypical traits, historical linguistics 
can now make a similar move using the resources of parametric analyses of gramma-
tical diversity, leading to more stable and reliable historical indicators of 
phylogenies, with a potential to reach further back into the human past (Longobardi 
& Guardiano 2011). None of this is in any conflict with the fact that grammatical 
structure reflects cultural history to some extent (Dunn et al. 2011). 
 Much of the discussion thus indicated the need for a closer study of origins of 
human language. Specifically, was there a relatively recent speciation event that 
definitively separated the humans from the rest of the post-chimpanzee hominid line 
to lead to the emergence of language and its wide effects on human cognition? 
Timothy Crow (Oxford) could not attend the conference unfortunately. But his 
work, including the extended abstract submitted for the conference, was frequently 
mentioned. Given that human cognitive capacities far exceed those of our primate 
relatives, Crow asks, if the transition was saltational what was the mechanism? 
Following the characteristic asymmetry of the human brain, Crow (2010) notes that 
the human brain is four-chambered (right and left, anterior and posterior) and 
circuitous with respect to heteromodal association cortex by contrast with the 
bilateral equality (anterior and posterior) of the chambers of the generalized 
mammalian brain. This suggests that a discrete speciation event took place about 
160KYA, that perhaps the ProtocadherinXY gene pair was involved, and that the 
effect was to render the human brain 4-chambered with respect to heteromodal 
association cortex. From this arose the capacity for language. According to Crow, the 
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compartments of the human mind are identified sequentially with speech 
perception, meaning, thought and speech production, or more technically, with 
perceptual, conceptual, intentional and articulatory capacities. It is interesting that 
this is exactly how the ‘external systems’ of language, the sensorimotor and the 
conceptual-intentional systems, are conceptualized in biolinguistics. This still leaves 
open the crucial issue of how the combinatorial system of Merge itself emerged. 
 Overall, it is thus clear that the study of the grammatical mind over the last 
half-century has raised deep issues in regards to both the unity and the diversity of 
the human mind. It has not only pointed to the epistemological significance of 
grammar but also to other inquiries into the cognitive mind that are at the frontier of 
inquiry today. Very clearly, the issues of linguistic theory point beyond the empirical 
properties of human languages, to the origins of our species and of human variation 
as such. 
 The conference concluded with a talk by the physicist Partha Ghose (Kolkata) 
focusing on the famous discussion between the poet–artist–philosopher Rabindran-
ath Tagore and the physicist Albert Einstein on the character of scientific truth 
(Marianoff 1930). While Tagore held that all truths, including truths of physics, can 
only be human truths, Einstein urged that physics will be impossible unless we 
entertain an external reality independent of the human mind. Ghose suggested that 
this classic realism/antirealism debate is also reflected in two apparently conflicting 
directions in contemporary cognitive science. According to Ghose, proponents of 
‘embodied cognition’ such as Fransisco Varela (Varela et al. 1992) hold a view closer 
to Tagore, while formalists/computationalists such as Chomsky perhaps hold an 
Einsteinian view. Ghose held that the measurement problem in quantum theory is a 
test case for physics. If quantum theory is a general theory of the Universe and the 
measurement problem its inevitable consequence, then even quantum theory could 
be viewed as ‘embodied’ in the sense that it necessarily incorporates the effects of 
human perception. This is precisely the reason why Einstein denied that quantum 
theory is a ‘complete’ theory. The issue obviously touches the very heart of cognitive 
science, including biolinguistics, since cognitive science attempts to use the human 
mind to study itself. 
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