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The old saying that writing a book is like giving birth to a baby (or an elephant) 
certainly captures the process of putting this special issue together. But in the end 
we made it and are happy to present a comprehensive collection that reviews 
and advances the emerging field of “embodiment of language”. 
 To say a few words about the genesis of this special issue, we were first 
approached in September 2011 by a Biolinguistics editorial board member with 
the suggestion to put together a volume based on the ‘Embodied Language’ con-
ference which took place at New College, Oxford University (26–28 September 
2011, http://www.newcollegeembodiedlanguage.com). We were intrigued by 
the possibility, least of all because it does offer new ways of probing language in 
the species, but also because of the top-notch research on mirror neurons coming 
from the field. We are very excited about presenting some of that research and — 
through some review articles — its history. 
 The organizer of that conference, Dr. Robin M. Allott, was kind enough to 
get things going as guest editor. He invited the participants, and some colleagues 
beyond, to submit their full-fledged papers to Biolinguistics for a full peer-review 
process. It is then that things went somewhat awry. Not being specialists on the 
topic ourselves (and the same could be said for most of the reviewers we have on 
file), we relied on Dr. Allott’s expertise to help us find suitable reviewers. To cut 
a long story short, we invited a total of 67 colleagues to serve as peer-reviewers 
for the collection, intending two different reviewers for each submission, of who 
42 turned down our request or failed to respond. The entire process took consi-
derably longer than planned, and we had to find a number of last-minute peer-
reviewers ourselves as well. If that weren’t enough, Dr. Allott pulled out of his 
envisioned guest editorship in the finishing stages of the project as well. 
 But all good things end well. And without further ado, we invite the reader 
on an enlightening journey through embodied language. 
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Language: From Sensory Mapping 
to Cognitive Construct 
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This paper places embodiment in an evolutionary perspective and 
endeavors to show that as incipient speakers began forging a linguistic 
system, they molded their grammatical distinctions and syntactic functions 
on their perception of the outside world, but that in the course of evolution, 
these perceptually-tinkered features were gradually replaced with mental 
constructs, specifically conceived to serve linguistic purposes and serve 
them with increased potentiality and greater efficiency. The shift from 
perceptual to conceptual implements is perhaps most conspicuously visible 
in writing, where open-ended figurative hieroglyphs were replaced with a 
small set of abstract letters, but the process is pervasive. In syntax, the 
phenomenal notion of agency, so deeply anchored in our activities, and the 
entire grammatical system built thereupon were replaced with a model 
where agency is irrelevant and syntax is structured on the purely mental 
constructs of subject and object. The paper continues with further cases of 
disembodiment. 
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1. The Canonical View Questioned 
 
 For some fifty years the prevailing theory in mainstream linguistics was 
Chomsky’s nativist hypothesis. It stated that in the course of their evolution 
humans became endowed with an innate linguistic model that enabled them 
initially to build grammars and thereafter learn in their early years the language 
spoken in their linguistic environments. Since this innate model was postulated 
to have genetic correlates much like “an organ such as the eye or heart” 
(Chomsky 1980: 37), and since, barring a major mutation, these genetic correlates 
would permanently remain the same, all languages — extent or extinct — were 
by way of corollary ruled to be gratuitous variants of one another. This 
theoretical framework meant in turn that while languages do undergo changes, 
those changes are gratuitous: “There is no more reason” stated Postal 
emphatically, “for languages to change than there is for automobiles to add fins 
one year and remove them the next” (1968: 283). Languages, therefore, do not 
evolve; they remain with neutral changes the external manifestation of a 
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permanent innate model. 
 Initially, the nativist theory and its expression in formal language exerted 
an undeniable fascination, but more and more it became apparent that the 
necessary empirical support was lacking (cf. Vargha-Khadem et al. 1995: 930; see 
also Vargha-Khadem et al. 1998: 12699). Today,  with  counter  evidence  mounting,  
the  nativist  theory  is  openly  contested.  In  a  seminal  paper  published  in  a  journal  
that  once  hosted  Pinker  and  Bloom’s  comprehensive  presentation  of  the  nativist  
tenets,  Evans  and  Levinson  argued  that  
 

[t]he claims of Universal Grammar … are empirically false, unfalsifiable, or 
misleading in that they refer to tendencies rather than strict universals. 
Structural differences should instead be accepted for what they are, and 
integrated into a new approach to language and cognition that places 
diversity centre stage (2009:429).  

 
Speaking of a follow-up paper (Dunn et al. 2011) published by a partially 
different team, but from the same research center, the lead author told BBC 
online (Apr. 15, 2011): 
 

We show that each of these [four] language families evolves according to its 
own set of rules, not according to a universal set of rules. 
 That is inconsistent with the dominant ‘universality theories’ of 
grammar; it suggests rather that language is part of not a specialised module 
distinct from the rest of cognition, but more part of broad human cognitive 
skills. 

 
The cumulative message of the two papers, both based on a vast survey of 
languages, is clear and unmistakable: There is no linguistic evidence for the 
existence of a universal grammar coded in our genes, and languages pursue their 
own individual evolutionary courses. 
 The Dunn et al. paper is by no means flawless, and suggestions have been 
made to improve the approach (cf. e.g., Longobardi & Roberts 2011), but it does 
display a rigorous methodological approach applied, admittedly, to only one 
feature, namely the shift from head-last to head-first word order, but conducted 
across no less than one third of the world’s languages. Their conclusion is 
therefore well grounded: Languages evolve and they set their own evolutionary 
courses. Dunn and his colleagues’ innovative paper marks an important step in 
the study of linguistic change, but it begs the next one: If changes are discussed in 
an evolutionary framework, the discussion must then invariably include an 
assessment of the selective advantages of the output over the input. Such 
comparative assessments are indispensable if we are to understand why such 
sweeping changes have taken place and/or are ongoing, why they normally are 
irreversible, and why some applications of a broad shift may take exception (cf. 
e.g., the situation in English, where modifying adjectives are head last in a 
predominantly head first language). 
 The application of evolutionary criteria to the study of language has also 
been my pioneering activity for decades. Without a computational apparatus, but 
on the basis of diachronic data carefully placed in their historical context and 
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properly extrapolated material from language typology, I have been arguing that, 
under normal circumstances, languages proceed in the direction of ever-higher 
efficiency, upgrading the power of expression of their implements while 
reducing their neuromuscular cost. Each language pursues such a course on its 
own — at its own rate and along its own pathway. Since no new alternative has 
only advantages, and no new alternative is the only one to present advantages, it 
is understandable that each language makes its own choices and takes its own 
pathway towards greater efficiency (cf. Bichakjian 2002 for an elaborate 
presentation).   
 
 
2. The Present Objective  
 
In this paper, I will argue that one of the important ways of achieving higher 
efficiency has been the shift from linguistic features initially molded on the 
sensory mapping of the external world to cognitive alternatives especially 
conceived to serve linguistic purposes. 
 This observable trend in the history of languages ties in with the adaptive 
nature of language, whose phylogenetic acquisition provided humans with a 
cognitive dimension that enables us to elaborate knowledge “not only from 
sensory mappings that we share with other anthropoids as well as most 
mammals, but by important inputs to the mapping that comes from our language 
‘sense’ as it has evolved in Homo sapiens” (Jerison 2001: 384). 
 The shift from perceptual to conceptual implements also ties in with the 
embodiment issue, and the observed linguistic process can be seen as a case of 
disembodiment. The units of measurement provide a clear illustration. The 
ancestral ones were generally based on the dimension of body parts — they were 
literally embodied: The inch was the standard width of the thumb, the foot the  
standard   length   of   the   eponymous organ; the Egyptian cubit represented the 
length of the forearm, and the yard that of the extended arm. With notable 
exceptions, these anthropomorphic units of measurement, molded on the 
perception of the outside world, have been replaced with the conceptually 
devised metric system, which has considerable selective advantages. The 
evolution of the units of measurement clearly illustrates the shift to and thence 
the evolutionary trend toward disembodiment, while the cases of resistance to 
the modern system reveal the clash and competition between visceral feelings 
and mental deliberation. In linguistics, the older quantitative and qualitative 
vowel alternations (cf. Lat. ĕdimus vs. ēdimus ‘we eat vs. we ate’ and Engl. we break 
vs. we broke anchored in our potential for rhythmicity would fall in the category 
of embodied features whereas the modern opposition based on mentally created 
auxiliaries would constitute a case of disembodiment. 
 
 
3. From a Perceptual Beginning  
 
Perhaps Athena burst forth from Jupiter’s forehead fully armed, but   that  
certainly  was  not  the  case  of  language,  and  the  idea  of  treating  language  as  an  all-‐‑
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or-‐‑none   entity   is   counterfactual.   Language developed in the course of time 
through the speakers’ unconscious, yet intuitively guided efforts. Linguists are 
unfortunately unable to reconstruct the utterances of incipient speakers, but they 
have access to sufficient data provided by internal reconstruction and typological 
surveys to trace the developmental trend. Incipient speakers started from scratch, 
but ex nihilo, nihil fit, from nothing, nothing comes. We all know that animals do 
not speak, but it is part of their survival strategy to observe and categorize the 
elements of the outside world and the activities taking place around them. So, 
when incipient speakers began cobbling a system of verbal communication, they 
brought to the task the knowledge and experience that were already theirs. Since 
that knowledge was essentially perceptual, the linguistic system that they first 
built was based on distinctions and functions molded on those observed in the 
outside world. These were gradually either abandoned when they proved 
unnecessary or replaced with mentally-constructed alternatives that provided 
greater efficiency.  
 The evolution of languages has therefore been a steady shift from 
perception- to conception-based grammatical distinctions and syntactic functions. 
This general trend can be observed in several important parts of language, but it 
is perhaps most conspicuous in the evolution of writing and the resulting 
development of the alphabet. It is true that the graphic representation of speech 
only plays an ancillary role, but its special illustrative value justifies its being 
included in the discussion before the focus is laid on the evolution of nouns, the 
development of adjectives, the realignment of arguments, the rise of temporal 
distinctions and the coining of marking devices. 
  
3.1. The Evolution of Writing: From Pictograms to Letters 
 
The evolution of writing is well known, and its course from perceptual 
pictograms to conceptual alphabetic letters is no secret. When they wanted to 
commit a word to a slab of stone, a clay tablet, or a papyrus scroll, scribes 
sketched the image of the referent, provided, of course, the referent was concrete. 
So, the outline of a snake, for example, represented the word snake, but also the 
words for items and attributes associated with snakes, such as venom and perfidy. 
As such, the pictograms functioned as ideograms — they were meant to be read 
as words, the word for the depicted item or those associated therewith. 
 But pictograms could also have a phonetic function, one with far reaching 
consequences for the history of writing. In the absence of the diacritic mark 
indicating that the image must be read semantically, pictograms could be read 
phonetically. An imaginary English example can illustrate the point. The word 
tail can easily be represented with the image of a tail, and when accompanied 
with the proper diacritic mark the pictogram will refer to the organ and its 
figurative and associative meanings. But without the diacritic mark, called 
determinative, the image simply refers to the sound of the word tail and as such 
could also be used to represent the less “photogenic” but like-sounding word tale. 
The pictogram for the word tail could also be combined in a rebus with the image 
of an oar to form the hieroglyph of the word tailor.  
 It is this phonetic use of pictograms that led to the development of 
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alphabetic letters. It occurred over time through a two-track process, one mental, 
the other graphic. Mentally, the initial consonant was extracted out of the 
continuous flow of speech sounds associated with the word and recognized as a 
specific entity, an entity without a semantic backing, but an entity, nevertheless. 
Graphically, the stylized and simplified form of the image of the full word 
became the sign of that abstract entity, the sign of a speech sound. It took more 
than two millennia for the Greek alphabet to evolve out of the Egyptian 
hieroglyphs. The process was admittedly slow, but writing systems did come up 
with conceptual alternatives for the initially created perceptual implements, and 
it was well worth the time and effort because an open-ended array of 700 
hieroglyphs was replaced with a set of less than fifty characters that can code for 
an infinite number of words and that can, barring accidental cases of 
homophony, do so unambiguously. Writing systems became fully accurate and 
considerably more efficient. It does require a formal learning process, but 
considering the yield, it is well worth the effort (for a less cursory presentation of 
the evolution of writing systems, cf. Bichakjian 2002: 221–258; see also the classic 
works of Diringer 1948 and Gaur 1984).  
 
3.2. Noun Classes  
 
Since we cannot reconstruct the utterances of incipient speakers, it is impossible 
to tell with certainty whether the first nouns were subcategorized in classes 
(human, animal, vegetal, solid, liquid, long, compact, etc.), but the existence of 
such grammatical distinctions in aboriginal languages, the survival of 
active/stative doublets such as the Germ. Wasser ‘water’, neuter, and the Fr. eau 
(< Lat. aqua) ‘water’, feminine and the fact that in the Indo-European languages 
neuter nouns are unmarked in the nominative suggest that the prototypical 
vernaculars probably subcategorized nouns according to the physical 
characteristics they attributed to their referents. The fact that the ancestral 
language had two words for ‘water’ — one neuter, i.e. inanimate, another 
feminine, i.e. animate — suggests that the ancestral speakers had a dual 
representation of ‘water’. In one perspective, they perceived ‘water’ as a material 
item and assigned it to the class of inanimate nouns, in the other as an entity 
endowed with cleansing virtues or calamitous powers and assigned it to the class 
of animate nouns. The absence of nominative markers of neuter nouns suggests 
that their etyma in an earlier language belonged to the class of nouns that could 
never appear in the agentive case — the forerunner of the nominative case — 
because their referents, like that of Germ. Wasser could never be the agent of an 
action (cf. inter alia Ashton et al. 1954 for an example of a language with noun 
classes, Meillet 1965: 219–220 on doublets, Diakonoff 1965: 55–56 for class 
evidence in Afro-Asiatic, and Schmidt 1979: 337 et seq. on neuter nouns).  
 The class distinction has not been completely eliminated everywhere; it 
often survives in the form of grammatical gender. The lineage is not complete 
and continuous, but one may reasonably surmise that incipient speakers built 
their grammar with distinctions observed and experienced in the outside world. 
But with speech making successive generations of speakers capable of greater 
abstraction, these perceptual markers proved to be redundant and thereby more 
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taxing than informative. Classes gave way to grammatical genders, which in turn 
were gradually reduced or eliminated altogether as in the case of English, but 
also Armenian, Bengali, Chinese, and many other languages. 
 
3.3.  The Adjectival Gap 
 
While the subcategorization of nouns in classes such as human, animal, vegetal, 
solid, liquid, long, compact, etc. was a likely feature of incipient speech, the 
distinction between active and inert or stative nouns was fundamental. Nouns, 
like their referents could be active or stative. In Latin the words for ‘hand’, ‘foot’, 
and ‘tongue’ were masculine or feminine, i.e. originally active since these are 
active organs, while the words ‘head’, ‘heart’, and ‘liver’ were neuter, i.e. 
originally stative since they were considered to be the seats, respectively, of 
intelligence, memory, and emotions. The active/stative distinction also applied to 
verbs: In Latin, ‘to kill’ was an active verb since it implies an activity on the part 
of the agent; ‘to die’ was a deponent since the experiencer is the seat of the action, 
not its author. So, originally, or at least in very ancient times, verbs were 
subcategorized into verbs of action and verbs of state, and since being white or 
red was a state, the characteristics that are expressed with adjectives in modern 
languages were expressed then with verbs of state (cf. Klimov 1979: 328 and 
fossilized tokens such as Lat. albeo ‘to be white’, rubeo ‘to be red’). It stands to 
reason that the incipient speakers’ first task was to label objects and coin words 
for actions and states. Conceptualizing quality and developing adjectives to 
express it came about later — the new part of speech needed greater mental 
application and higher abstraction.  
 
3.4. Argument Alignment from Agent/Patient to Subject/Object 
 
The subcategorization of nouns and verbs in active and stative classes is directly 
linked to how arguments were aligned in ancient times. The system was based on 
the incipient speakers’ observation of events in the outside world. When 
narrating the event of a hunter killing an antelope, hunter would be in the 
agentive case and so marked, while antelope would be in the “patientive” case 
and left unmarked. Since the “patientive” form is the unmarked or bare form of 
the noun, the “patientive” case has been called the “absolutive” case, while the 
agentive case has been dubbed “ergative” (< Gk. ergon ‘deed, action’). However, 
if an old man was there, his witnessing the scene of the hunting would be 
expressed with a stative verb, and old man would appear in the absolutive case, 
not in the ergative one, because a witness is not an agent. Both the old man and 
the antelope are considered to be part of the scene, not one of the movers — 
hence their being treated as patients and put in the absolutive case. 
 No exceptionally deep insight is needed to see that the incipient argument 
alignment was based on the perception and interpretation of events in the 
outside world. Since actions have agents and optionally one or more patients, 
their roles were carried over into grammar and made into syntactic functions. It 
should also be observed how important agency was considered to be. Not only 
dying, witnessing, and the like are not activities and the one involved does not 
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qualify as an agent, but the fact that it is the ergative form that carries a 
morphological marker indicates how important agency was — in real life and in 
grammar. 
 Gradually this perceptual model morphed into the conceptual one of the 
nominative languages, where the active/stative and agent/patient dichotomies 
borrowed from the outside world no longer play a role. The key players of the 
new model are subject and object, mentally constructed functions that make it 
possible for any noun to be the subject of any verb and for speakers to describe 
actions in all perspectives — the agent’s, the patient’s and even the beneficiary’s. 
Cf. 
 
(1) The hunter showed the antelope to the old man. 
 
(2) The antelope was shown by the hunter to the old man. 
 
(3) The old man was shown the antelope by the hunter. 
 
The shift from perceptual to conceptual grammatical functions has thus made 
grammar more flexible and more powerful. 
 
3.5.  Breaking the Bonds of the Present 
 
While the thoughts of incipient speakers no doubt wandered about the 
experiences they had had in the past or those they foresaw in the future, speaking 
always took place in the present, and, in the present, actions were either ongoing 
or completed or possibly resulting from previous actions (cf. Germ. wissen ‘to 
know’, akin to Lat. videō, meaning originally ‘to know for having seen’).Those 
were the ancient verbal distinctions — all of them in the present. They were not 
temporal, but aspectual, because initial speakers expressed what they beheld in 
the material world at the time they spoke. The three ancestral aspects were called 
present, aorist, and perfect in the traditional terminology; imperfective, perfective, 
and stative are the preferred labels today.  
 As languages evolved, aspectual distinctions did not disappear altogether. 
English, for instance, makes an aspectual distinction — aorist vs. perfect, or 
perfective vs. stative — between I ate and I have eaten. Likewise, but somewhat 
differently, French and the romance languages in general make a distinction 
between the perfective and imperfective aspects of the past tense as in j’ai mangé 
vs. je mangeais ‘I ate vs. I was eating’. Aspect is no doubt a useful distinction and 
that’s why it has been partially preserved, but one should not lose sight of the 
fact that as languages evolved aspectual systems as a whole have morphed into 
temporal systems (on the ancestry of the aspectual system and its shift to a 
temporal one, cf. inter alia Meillet 1928: xii and Kuryłowicz 1964: 130). Just as 
motion picture cameras provide a kaleidoscopic view of events, temporal systems 
enable speakers to travel through time, narrate events of a foregone past, and 
structure those of a yet-to-occur future. Developing such a verbal system 
required a mental effort, a far greater effort than witnessing that an action is 
ongoing or completed. 
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3.6. Grammatical Marking: From Modulation to Free Morphemes 
 
Let us imagine the following predicament of incipient speakers. They have 
coined nouns for objects and verbs for actions and states, but how are they going 
to make a distinction between an on-going action and one that is completed, one 
that is performed in one go and one that is performed repeatedly and in reduced 
form, or one performed normally and the same one with especial intensity. The 
original impulse seems to have been some form of stem modulation: Either the 
quality or the quantity of the root vowel was changed or the initial syllable was 
repeated — along with the change of quantity was at times a concomitant change 
of quality while stem reduplication often triggered a vowel reduction in the 
added syllable and occurred at times along with a vowel change in the stem (cf. 
e.g., Gk. dérkomai/dédorka I see/I have seen’, Lat. vĕnimus/vēnimus ‘we come/we 
came’, and facimus/fēcimus’ we make/we made’, pendimus/pependimus ‘we 
ponder/we pondered’, currimus/cecurrimus later by assimilation cucurrimus ‘we 
run/we ran’, and canimus/cecinimus ‘we sing/we sang’. Reduplication was also 
used elsewhere as in quisquis ‘whoever’ lit. ‘who-who’, quōquō ‘wherever’ lit. 
‘where-where’ and alter alterum ‘each other’ lit. ‘other of two-other of two’. 
Outside the Indo-European family, reduplication can also serve to express the 
intensive or iterative forms of verbs (cf. Arabic  kasara ‘he or she broke’ vs. kassara 
‘he or she smashed to bits’ and Swahili piga ‘to strike’ vs. pigapiga ‘to strike 
repeatedly’) or even the plural as in Malay rumah ‘house’ rumah-rumah ‘houses’. 
 While some cases of vowel alternation have survived, especially in the 
Germanic languages (cf. Engl. sing/sang/sung) and reduplication can occur today 
in baby talk and pet names (cf. Engl. itsy bitsy, Fr. Riri < Henri), stem modulation 
has generally been sidelined in the course of evolution and replaced with suffixes 
and infixes, which in turn have been partially replaced with particles and full-
fledged words serving grammatical functions. 
 Stem modulation is not a feature molded on occurrences taking place in the 
outside world, but there is something physical or even visceral and echolalic 
about alternations and reduplications. These are indeed embodied linguistic 
features. The first task of incipient speakers was understandably to label items 
and actions and states; they then bent and remodeled these contents words to 
form their paradigmatic variants. But with the use of language stimulating 
greater abstraction and increased use of mental power, over the years, speakers 
developed a broad range of specific morphological segments with grammatical 
functions as referents. The following step was having full-fledged grammatical 
words next to the first coined contents words. That was a major step in the 
conceptualization of grammatical implements. Function words are sometimes 
called “empty” words. The adjective empty contrasts with contents, but it also 
reveals the level of abstraction and the mental effort that is required to coin 
words that have “no” contents. The three steps can be observed in the following 
sequence from Early Latin to Modern French, where stem modulation is 
successively replaced first with suffixation, later with the use of an auxiliary. 
 
(4) cano/cecini > canto/cantavi > je chante/j’ai chanté 
 ‘I sing/I sung’ 



Language: From Sensory Mapping to Cognitive Construct 
 

 

255 

 These evolutionary steps, which constitute a case of disembodiment, took 
place because each new alternative had selective advantages that the ancestral 
one did not have. Stem modulation has a certain charm, echolalic or cadential, 
but such processes can only provide a limited number of distinctions, while suf-
fixation offers unlimited possibilities. Suffixes are indeed open ended and as such 
more advantageous, but they have their own downside: They can trigger mor-
phological irregularities and thereby create language acquisition problems and 
delays (cf. Slobin, 1971: 347 on the difficulty of acquiring flectional systems). 
Function words have no quantitative restrictions; they are easy to acquire and 
powerful to operate. While the shift to mentally-generated grammatical markers 
and the corollary disembodiment were driven by the pursuit of greater efficiency, 
it should be born in mind that no feature is exclusively advantageous, nor exclu-
sively deleterious. Mentally generated linguistic implements have indeed the sel-
ective advantage of being more efficient, but embodied ones can also have theirs, 
such as the charm of reduplicatives in hypocoristics and nursery rhymes (e.g. The 
Incy Wincy Spider) and the more subtle pleasure of alliteration in adult language. 
 
 
4. The Evolving Instrument of a cerebral species 
 
It is a trivial observation that we humans do not have the tigers’ fangs, the 
antelopes’ speed, the eagles’ wings, or even the turtles’ shield or the elephants’ 
mass. We have none of the weapons and none of the defenses that other animals 
have, but we have a major trump card: We have, relative to our size, an 
exceptionally large and highly-developed brain (cf. mutatis mutandis Gould 1977: 
402). Brain power is our most valuable asset. We do not have fangs, but we have 
invented fire arms to hunt with; we cannot run as fast as antelopes, but we have 
engineered automobiles that transport us even faster; we cannot fly, but we have 
built aircrafts that make air travel not only possible, but fast and effortless.  
 Likewise, humans have started with rudimentary linguistic implements 
and developed ever-more efficient alternatives from agent-patient to subject-
object argument alignment, from verbs of state to adjectives, from stem 
modulation to suffixation and thence to an array of free grammatical morphemes 
such as pronouns, prepositions, auxiliaries, adverbs, and articles, and also from 
glottal and glottalized consonants, which involve an “intricate coordination of 
the actions of the larynx with the actions of the articulators in the mouth,” to 
simple oral consonants (Maddieson 2011).  
 Unlike all other species, humans are the only ones that have endeavored to 
find mentally generated and, as such, ever more efficient alternatives to the 
physical resources that are part of our endowments or immediately available in 
the outside world. The shift that was observed in language and also elsewhere 
from prototypes molded on the perception of objects and actions around us to 
mentally designed alternatives is therefore part of a truly human strategy. 
 It is our cerebral nature that explains the developments that were discussed 
in the foregoing, and they in turn support and confirm the view that language is 
not an instinct or a steady-state attribute coded in our genes, an organ as it was 
once claimed (Chomsky 1980: 37), but an instrument that keeps evolving — 
becoming ever more cerebral and, by so doing, ever more efficient. 
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Glossary of some of the technical terms used in this paper 
 
Argument alignment. The patterning of elements in a sentence. The nominative 
(also called accusative) alignment is that of the nearly universal model 
composed, independently of their order, of a verb, its subject, and optionally one 
or more objects. The much less common ergative alignment is a model based on 
the distinction between agent and patient, and active and stative verbs. 
Depending upon whether the action has an actual author or not, the verb will be 
active and combine with an agent in the ergative case and eventually a patient in 
the absolutive case, or stative and will combine simply with a patient in the 
absolutive case.  
 
Aorist. The traditional word for the perfective aspect, which denotes an action 
apprehended in its completion. Also used as a temporal distinction to denote a 
point action in the past without resultative connotations. Cf. e.g., I ate as opposed 
to I have eaten, which has resultative connotations meaning ‘I am full’, ‘I don’t 
have to eat’, etc. 
 
Aspect. Whereas temporal distinctions are about the relative time of the action, 
namely past, present, and future, as in I see, I saw, I shall see, aspectual distinctions 
apply to the flow of the action. The main aspects are imperfective, perfective, and 
perfect, as in I was eating, I ate, I have eaten. Pedagogical grammars all too often 
conflate tense and aspect, but seen properly, the distinction between I see and I 
saw is temporal, between I saw and I have seen is aspectual.  
 
Echolalia. Feature of two-syllable words where the second is much like the echo 
of the first. Cf. e.g., bye-bye, oink-oink, tic-tac. 
 
Embodied language. Items of language possibly shaped by aspects of the human 
body. 
 
Marker. A morphological device — often a suffix — used to indicate a paradig-
matic variant. In English, –s is the regular plural marker of nouns, while –ed is the 
past tense marker of regular English verbs. 
 
Marked/unmarked. These have two meanings:  

They may simply refer to the presence or absence of a marker. In English, plural 
nouns are marked, but plural adjectives are unmarked. 

In the theory of markedness, marked means a step or steps away from the basic 
or most natural variant. The vowel [ε] as in French mère ‘mother’ is unmarked — 
it is the most natural of all vowels — but the French vowel [œ], as in sœur ‘sister’, 
is marked for roundness because the spontaneous pronunciation of a front vowel 
is without lip rounding. The lip rounding is achieved through an extra effort—
hence the marking. The vowel [œ ̃], as in French brun ‘brown’, is doubly marked 
since it requires two extra efforts: One for lip rounding, one for nasalization. 
 
Universal Grammar is the set of the structural properties common to all natural 
languages claimed to be hard-wired into the human brain. 
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Is Embodiment All That We Need? 
Insights from the Acquisition of Negation 

 

Valentina Cuccio 
 

 
Simulation of propositional content does not sufficiently explain real-life 
linguistic activity, even for action-related language. In addition, how we get 
from propositional content to implicit and inferential meaning needs to be 
explained. Indeed, simulative understanding is immediate, automatic and 
reflex-like while an explicit interpretative act, even if not always needed, is 
still a part of many linguistic activities. The aim of this paper is to present 
the hypothesis that speaking is a complex ability realized by means of at 
least two different mechanisms that are likely developed at different and 
consecutive steps of cognitive and linguistic development. The first 
mechanism has a neural explanation grounded in the notion of embodied 
simulation. The second implies socio-cognitive skills such as Theory of 
Mind. In order to fully develop the second mechanism, a symbolic 
communication and interaction with a cultural community are needed. This 
hypothesis will be tested by looking at the acquisition of linguistic negation.  
 
 
Keywords: embodied language; inferential meaning; mindreading;	  negation	  

 
 
 
 
1. Introduction 
 

There is an assumption, popular among philosophers, that the brain proces-
ses that make for cognition are one sort of thing and that the brain processes 
that contribute to motor control belong to an entirely different category. 

(Churchland 1986: 451) 
 
It is interesting to note that philosophers such as Epicuro, Campanella, Vico, and 
Condillac all held the hypothesis that cognition is deeply grounded in our 
corporal and motor experience even though they did not have the knowledge of 
neurobiology that we have today. 
 However, since Patricia Churchland’s book came out in the late eighties, 
experimental data (especially the discovery of mirror neurons in primates; 
Gallese et al. 1996; Rizzolatti et al. 2001, 1996) has confirmed the hypothesis that 
cognition and language are embodied. Consequentially, philosophers who still 
considered brain processes for cognition as radically different from processes for 
motor control have moved away from that bias. However, the embodiment of 
language and cognition might not fully explain human cognitive and linguistic 
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abilities. The aim of this paper is to present the hypothesis that speaking is a 
complex ability realized by means of at least two different mechanisms that are 
likely developed at different and consecutive steps of linguistic and cognitive 
development. The first mechanism has a neural explanation grounded in 
embodied semantics and mental simulation (Gallese & Lakoff 2005). The second 
implies socio-cognitive skills such as Theory of Mind. In order to fully develop 
the second mechanism, a symbolic communication and interaction with a cultur-
al community are needed. Hence, the origin of man’s complex species-specific 
language and cognition is in both the brain and in culture (Deacon 1997; Toma-
sello 1999; Arbib 2009). This hypothesis will be tested by looking at the acqui-
sition of linguistic negation.  
 
 
2. The Acquisition of Negation in Normal Development 
 
In first-language learning three broad categories of negation consecutively arise 
(see Dimroth 2010 for a review): (1) rejection/refusal, (2) disappearance/non-
existence/unfulfilled expectation, (3) denial. According to many studies (Volterra 
& Antinucci 1979; Pea 1980; Choi 1988), rejection is the first category of negation 
to be acquired. Children use “no” to express refusal of something existing in their 
present context. However, we can find examples of rejection in human pre-
linguistic gestures and even in animal behaviour. In fact, before the time children 
start to produce the single word “no” to express rejection, they have already 
expressed rejection non-linguistically. Rejection, according to Pea (1980) does not 
require abstract mental representations, while non-existence and denial do 
require them.  
 The second category of linguistic negation to arise is non-existence/ 
unfulfilled expectation. At this point, children are able to signal the absence or 
disappearance of an expected referent in the context of speech or to indicate 
something that violates their expectations, based on previous experience (for 
instance, malfunctioning toys). 
 Lastly, the third category to be acquired is denial. Denial implies negation 
of a predication. The referent is usually symbolically expressed. As Bloom (1970) 
argues, to deny children must have the ability to discern between their own 
knowledge of the world and the knowledge of their listener. In order to deny a 
sentence, children have to deal with two propositions, one affirming and one 
negating the same predication; and they have to ascribe one of these to the 
person they are speaking to. “To deny the truth of another person’s statement 
entails the understanding that the other person may hold different beliefs, or that 
language is itself a representation of reality, not reality itself” (Tager-Flusberg 
1999: 328). Denial is usually acquired by the age of two and a half years. 
 According to Antinucci & Volterra (1979) categories of negation are 
acquired according to the complexity of the inferences that they entail. At the 
beginning of this process, children are only able to make inferences about their 
present perceptual situation. Thus, at first, children can only negate (rejecting, 
prohibiting, or expressing non-existence) something currently present in the per-
ceptual context of speech or something that was just present in the speech con-
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text. Later on, as children start to express denial, they become able to read their 
listeners presuppositions. At this time, children rely both on perceptual and prag-
matic context. 
 Choi (1988), in her longitudinal study on English-, French-, and Korean-
speaking children aged between 1;7 and 3;4 (years;months), went into more depth 
in the description of semantic categories of negation. She identified nine functi-
ons of negation that usually arise in three different phases. 
 
(1) a. Phase 1: non-existence, prohibition, rejection, failure. 
 b. Phase 2: denial, inability, epistemic negation. 
 c. Phase 3: normative negation, inferential negation. 

(Choi 1988: 525) 
 
 In Phase 3, Choi introduced the category of inferential negation that indi-
cates “the child’s inferences about the listener” (Choi 1988: 524). She refers to an 
interesting example of inferential negation: 
 
(2) (Kyle has broken a few crayons. The experimenter has been scolding Kyle 

for breaking crayons. Kyle picks up a broken crayon which he did not 
break and looks at the experimenter.) 
K: I not broken this. 

(Choi 1988: 525) 
 
 This example clearly requires false belief understanding. In fact, when Kyle 
says “I not broken this”, he is reasoning with the experimenter's belief. Specifical-
ly, Kyle supposes that the experimenter believes that he has broken that crayon 
while this was not the case (false belief). This example of inferential negation was 
recorded when Kyle was 2;8.  
 After the one-word utterance period, when children start to utter their first 
sentences, according to Bloom’s (1970) study, non-existence is the first category of 
negative sentences to arise, not rejection. Denial is still the last category to be 
acquired, despite the fact that the syntactic structure of denial is less complex 
than non-existence. According to Bloom, denial requires more cognitive effort 
from children.  
 Hence, according to the data we have seen thus far, we can say, following 
Pea (1980: 165) that the expression of negation, from simplex to complex forms, 
requires underlying cognitive representations of increasing complexity. The first 
expression of negation does not require internal abstract representation because 
the rejected object is present in the perceptual scene; later on, with the expression 
of a disappearance, abstract mental representation is required because the 
negated object or person is no longer present in the speech event context; finally, 
when truth-functional negation is used to deny a predication, a second-order 
abstract representation is required. 
 Nevertheless, Pea (1980) does not agree with the opinion of Antinucci & 
Volterra (1979) that, in order to deny, children must attribute a presupposition to 
their listener. Many times, he argues, children express negation without addres-
sing a person. Moreover, he claims, there is not enough independent experiment-
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al evidence supporting Antinucci & Volterra’s assertion that two-year-olds are 
able to infer other people’s mental states.  
 However, we know that the development of Theory of Mind begins early. 
During the second year of life, for example, language acquisition seems to 
heavily rely on the ability of reading other people’s intentions (De Villiers 2000). 
Furthermore, children start to use mental verbs like think, know, etc. in their third 
year of life (i.e. before they are able to pass the false belief task). Currently, we 
also have evidence showing that even 15-month-old children can understand 
false beliefs (Onishi & Baillargeon 2005).  
 Moreover, it is worth noting that linguistic negation, at least denial, is a 
metalinguistic operator. Negation cannot be referentially used. Even in a negative 
descriptive sentence (e.g., It is not raining.), negation does not have its own 
referent. Negation never concerns a fact in a real or fictional world, nor an ab-
stract concept like “elegance” or “rationality”, nor an action. Negation is meta-
linguistic because it implies an operation on a proposition. That is to say, ne-
gation is the operation of setting a false value for the proposition it is referring to 
(and this is the same operation we also make in the more complex linguistic 
action of lying). Thus, negation, or at least denial, seems to imply a second order 
mental representation. In fact, by expressing a denial toward a listener, the child 
is representing a content, negating that content (by setting a false value) and 
attributing the negated content to the listener.  
 Thus, following the considerations of Antinucci & Volterra (1988), we can 
argue that the complex forms of negation, which are metalinguistic in their 
nature, regardless of what different names they may be called, entail the ability to 
attribute mental states to others and even to understand false beliefs.  
 Thus, psycholinguistic studies on linguistic negation show that negation 
can express very different functions that arise at different steps of language 
acquisition and that have different cognitive requirements. In what follows, it 
will be argued that we need two different mechanisms in order to account for the 
acquisition of these different functions of linguistic negation. 

 
 

3. What Model of Linguistic Development can Account for the Acquisition 
of Negation? 

 
So far, we have seen that there are at least three steps of increasing complexity in 
the acquisition of linguistic negation. The question that will be addressed now is: 
What model of linguistic development can account for the acquisition of 
negation?  
 A two-level model for language acquisition will be presented. In particular, 
the hypothesis that we can account for the first categories of negation, rejection 
and non-existence (the first step of language competence in this model) and even 
for the comprehension of the negated content of a denied sentence in a simulative 
paradigm will be proposed. Embodied simulation, however, does not sufficiently 
explain denial (the second step of language competence). While in a simulative 
account, based on motor simulation, our understanding of others is “immediate, 
automatic and almost reflex-like” (Gallese 2007), and our comprehension of 
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action-related language is realized by means of a neural simulation of the perti-
nent action, as neuro-imaging and Transcranic Magnetic Stimulation studies have 
widely shown (Buccino et al. 2005; Tettamanti et al. 2005), an explicit interpret-
ative act is needed in order to explicitly attribute negated/simulated information 
to someone else. Hence, simulation of the propositional content is not enough to 
explain denial. We need to introduce more complex inferential abilities that are 
not only the product of our brain, but also of our interaction with a cultural com-
munity.  
 The latter claim about the explicitness of denial could be challenged by 
saying that there is not any need to envisage an explicit act in order to attribute 
the negated information to someone else. Indeed, recently Gallese & Sinigaglia 
(2011) have argued that by means of embodied simulation a given content can be 
implicitly attributed to others because embodied simulation entails a functional, 
non-representational form of mental state attribution. However, what character-
izes linguistic denial is exactly the explicit negation of someone else's mental 
state. Thus, in this case by accepting the claim that an explicit attribution is not 
necessary to denial because an implicit functional attribution of mental states can 
be realized by means of embodied simulation, it would follow that when denying 
we are explicitly negating a content that is implicitly attributed. And this means 
that, at some point, that content should become explicitly accessible. Then again, 
even if we buy into Gallese & Sinigaglia’s proposal about the functional and non-
representational nature of mental state attribution realized by means of em-
bodied simulation, we still need to introduce an inferential process that acts on 
explicit accessible content. This, obviously, does not happen for every inferential 
activity in which we are involved. But it is necessary for some human activities, 
and denial seems to be among them. 
 
3.1. Simulating Negation 
 
According to many authors (Barsalou 1999; Pulvermüller 1999, 2002; Gallese & 
Lakoff 2005; Gallese 2008), linguistic meaning is embodied. This means that the 
comprehension of an action-related word or sentence activates the same neural 
structures that enable the execution of that action. Gallese (2008) presented this 
hypothesis as the “neural exploitation hypothesis”. Language exploits the same 
brain circuits as action. According to this hypothesis, our linguistic and social 
abilities are grounded in our sensory-motor system. The Mirror Neurons System 
(MNS) is the neural structure that supports both our motor abilities and our 
social skills, language included. Thus, in this account, actions and language 
comprehension are mediated by motor simulation. This even holds true for the 
understanding of abstract linguistic meanings. Indeed, in that case, mental 
imagery and metaphorical thought allow us to map from a sensory-motor domain to 
an abstract domain. This mechanism, according to Gallese & Lakoff (2005), is the 
basis for the construction and comprehension of abstract linguistic meaning. 
 Moreover, it has been pointed out that language comprehension also relies 
on other kinds of embodied simulation, not only on motor simulation. For 
example, Engelen et al. (2011) elaborated and tested a model for the development 
of language comprehension in which perceptual simulation is central. According 
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to these authors, a perceptual simulation of an event is created every time we 
listen to or read a description of that event. In this view, children exploit the 
process of perceptual simulation even if they have a limited knowledge of the 
objects involved. The role of sensory simulation in language comprehension has 
also been highlighted by Wojciehowski & Gallese (2011). Their approach focuses 
on the idea of the “Feeling of the Body” that is the product of sensory-motor 
simulation processes that enable us to immediately understand not only basic 
motor intensions but also the feelings and emotions of others. The experience of 
the “Feeling of the Body”, in the authors’ view, is fundamental when we ap-
proach literary texts and explains the sense of identification with and connected-
ness to narrated characters that we feel while reading stories. Recently, also furth-
er research conducted on the role of embodied emotion and introspection in lang-
uage comprehension (Barsalou et al. 2003, Kousta et al. 2011) has contributed to 
giving us a richer and more powerful picture of the embodied language studies.  
 According to this view, many features of language seem to be bodily 
grounded. Lately many studies have also been devoted to the understanding of 
simulation processes in the comprehension of negated sentences (for example, 
Kaup et al. 2006; Tettamanti et al. 2008). To date, the neural mechanisms that 
underlie the processing of negation are still unclear. Tettamanti and colleagues 
carried out an experiment that aimed to identify the brain mechanisms that 
underlie the comprehension of negative sentences.  
 As Tettamanti et al. (2008) noted, psycholinguistic data on the comprehen-
sion of negative utterances seems to lead to different conclusions. On one hand, 
data from sentence comprehension (for example, Carpenter & Just 1975) suggests 
that a negative sentence is cognitively more demanding than the corresponding 
affirmative sentence. And this should indicate a stronger neural activation for a 
negative sentence than for its affirmative counterpart. On the other hand, data 
from studies on the accessibility of information (for example, Kaup & Zwaan 
2003) suggest that negated information is cognitively less accessible.  
 The main aim of the Tettamanti et al. study was to test whether the impact 
of negation on neural activation is dependent on the semantic field of the negated 
content. Considering previous results, two possible outcomes were predicted by 
the authors. Negation could determine a reduced accessibility of the content of 
the negated sentence with, consequently, a lower neural activation for simulation 
in the left fronto-parieto-temporal and in the posterior cingulate cortex (content 
dependent hypothesis). Alternatively, negation could determine higher cognitive 
loads, due to a greater syntactic complexity. In this case, the processing of ne-
gation will lead to a higher, content independent, neural activation in the left 
perisylvian areas.  
 Results of Tettamanti et al.’s (2008) study confirmed previous findings on 
the accessibility of information (Kaup & Zwaan 2003). The authors say that “Ne-
gation is encoded by our brain in terms of a reduced activation of the areas re-
presenting the negated information”. 
 Thus, the Tettamanti et al. study seems to be congruent with the hypothesis 
proposed by Kaup & Zwaan (2003, 2007) that the processing of negation enables 
a lower neural activation of the negated content in the brain, both of action-
related and abstract content. 
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 For the sake of clarity it should be noted that Kaup & Zwaan (2007) 
proposed a two-step simulation hypothesis of negation. According to their model, the 
comprehension of a negative sentence is realized firstly by means of a simulation 
of the negated content that is soon followed by a brief simulation of the actual 
state of affairs. At this point, information about the negated content is less acces-
sible, this finding is congruent with Tettamanti et al.’s (2008) results. Moreover, 
this hypothesis can even account for data from sentence comprehension tasks (for 
example Carpenter & Just 1975). Indeed, in the first step of the comprehension of 
a negative sentence, the comprehender has to manage with two simulations, i.e. 
the simulation of the negated content and the simulation of the actual state of 
affairs. Hence, it is plausible that in this first step, a negative sentence is 
cognitively more demanding resulting in a longer response time. 
 The two-step simulation hypothesis was tested by means of a set of experi-
ments that assessed time responses in recognition tasks. Participants read a sen-
tence and then were shown a picture. They had to decide whether objects in the 
picture matched objects mentioned in the sentence. Responses were faster when 
depicted objects matched those mentioned in the sentences, even for negated 
contents. Thus, the same response-time pattern was found both for affirmative 
and negative sentences. In a different condition, pictures were shown with a 
longer delay. In this case, different response-time patterns were observed for 
negative and affirmative sentences, with negative sentences showing signifi-
cantly slower responses. Thus, the results seemed to confirm the two-step 
simulation hypothesis, with less accessible information about the negated content 
in the second step. 
 It should be noted that in the studies on the simulative processes of 
negative sentences, negation is considered to be a monolithic syntactic function. 
The authors did not consider that different functions, with different cognitive and 
pragmatic demands, can be carried out in language by the same morpheme. 
Thus, to simulate the content, both the actual or the negated content of a 
sentence, does not supply a complete explanation of the comprehension of 
negation. “No” can express a rejection or a denial and the cognitive distance from 
the former to the latter is considerable. Moreover, it should be noted that 
Pragmatics usually classifies two different kinds of negation: descriptive and 
metalinguistic negation (Horn 1985). Descriptive negation refers to a state of 
affairs in the world while metalinguistic negation acts on presuppositions, 
implicatures and formal aspects of language like morphology or phonology. 
According to Kaup and colleagues, “the experiential view conceptualizes lang-
uage comprehension as the performance of a sensory-motor simulation of the 
described sequence of events” (Kaup et al. 2007: 265). Hence, these studies seem 
to only be focused on descriptive negation. Language, however, is not always just 
the description of an abstract or action related state of events. Even if a 
simulation of the content occurs, and this seems to be the case, this does not 
sufficiently explain the complex inferential process that occurs in linguistic 
denial. In real life, in many cases, by denying a sentence, a speaker is denying 
presuppositions or implicatures of his co-speaker.  
 From the point of view of the speaker, this entails the ability of attributing 
mental states to the others and of following their inferences. The speaker is 
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explicitly attributing a mental content to the interlocutor and he is then negating 
that content. Thus, the speaker is holding the actual and the negated content of 
the inference in his mind and he is explicitly attributing one of them to the 
interlocutor. In addition, in order to realize this attribution the speaker needs to 
rely on background and shared knowledge.  
 From the point of view of the interlocutor, the comprehension of negative 
sentences is not always just a matter of simulation of the propositional content. In 
fact, in order to correctly understand a cancelling implicature negation, the 
interlocutor needs to understand the inferences that can be drawn from the 
negated content of the sentence. This entails explicit mindreading for the inter-
locutor as well. Intentional and highly inferential communication is often explicit 
in the minds of speakers. 
 A simulation process of the propositional content can also be taking place 
with cancelling implicature negation. This is not questioned here. However the 
simulation of the propositional content is only a part of the full process of 
language comprehension.  
 It would be interesting to test the simulative processes at work during the 
production of inferential negative sentences. Is the content of inferential commu-
nication simulated as well? Do we simulate both the literal and the inferential 
meaning of those sentences? Which are the brain circuitries that implement our 
more complex inferential abilities? These issues are still waiting for an answer.  
 Interesting studies have been carried out on the ability to draw inferences 
during language comprehension and to integrate semantics and world 
knowledge. For instance, Chow et al. (2008) carried out an fMRI study in which 
participants were asked to read short passages and predict the development of 
the situations by drawing correct inferences. To trigger the participants to 
generate the correct inference, each short passage was followed by a lexical-
decision task. The authors manipulated the predictability of the target words in 
the lexical decision-task. Predictable words were those not explicitly mentioned 
in the short passages but inferable from them. This study, thus, investigated the 
neural mechanisms sub-serving inference processes. However, it does not seem 
to address the problem of so-called pragmatic intrusion, namely to what extent is 
semantics pragmatically determined? In other words, this study is focused on the 
problem of predictive inferences in language comprehension while it does not 
address the different problem of the “intended meaning” of an utterance. It 
seems likely that we need inferential abilities to understand the meaning of an 
utterance, what the speaker is talking about, and not only to predict the event 
that can follow from the uttering of that sentence. 
 Another issue, then, is worthy of remark here. Studies on the simulative 
processes of negative sentences are carried out in the field of embodied 
semantics. The definition of meaning in this field of research seems to be 
problematic. Action-related meanings are represented in the brain through a 
mental simulation realized in the same sensory-motor circuitries that enable 
actions. Thus, in this view, a part of our vocabulary is built on our sensory-motor 
possibilities. Metaphorical thought and mental imagery allow us to have abstract 
meanings (Gallese & Lakoff 2005). 
 The problem with this account is that it considers semantics, specifically 
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action-related words, as a stable field (dictionary model of language). For 
example, Meteyard et al. (2012) reviewed the work that has been done in the last 
decade on the topic of embodied language. The authors classified language 
theories, putting them on a continuum between those that are fully embodied 
and those that are fully disembodied. Semantics, in all of these works, seems to 
be conceived of as the link between a word and its representation, that can be 
more or less embodied. These representations also seem to be pretty stable, no 
room is left for pragmatics in the definition of semantic representations. 
However, language does not work as a rigid code. We can play with words, we 
can use irony, we can lie or we can simply be misunderstood. This is possible 
because meaning, in real-life linguistic activity, is mostly constructed in the 
context of speech. Indeed, many authors have been suggesting that we should 
abandon the distinction between semantics and pragmatics. Meaning, in this 
view, is constructed in every context of speech on the basis of the speakers, their 
background knowledge, their level of shared knowledge, their goals (Carapezza 
& Biancini 2012) and the physical context of the speech act. 
 Imagine a boy that returns home. His father sees him and asks: “So?” — 
and the boy answers with a smile: “It was fine”. This conversation could only be 
understood by one who shares their same background knowledge. For example, 
the boy could have returned from an exam or a job interview. Or a date with a 
girl that he really likes. The father is asking about the outcome. Thus, it is likely 
that in this case both the father and the son are performing a mental simulation. 
But is the mental simulation pertinent to the words So and It was fine or, more 
likely, to the implicit meanings that can be inferred from those words? Moreover, 
these very same words uttered in a different context by different people would 
have a very different meaning. 
 Thus, studies on embodied language should discuss the notions of meaning 
and semantics further. Linguistic activity seems to not only be realized by means 
of a fixed and conventional repertoire of meanings, even in the case of action-
related language. Up to now, the role of pragmatics and inferential processes are 
still missing in this research paradigm. Hence, inferential processes involved in 
language comprehension seem to be the next step that should be addressed in 
embodied language research. 
 In particular, studies of simulative processes of negation show an overt 
bias, the consideration of negation as mainly as descriptive while ignoring its 
metalinguistic functions (Horn 1985). Examples of negation that cancels presup-
positions and implicatures, i.e. metalinguistic negation, can be easily found in 
everyday conversations. Below, are a few example dialogues: 
 
(3) (Andy meets Barry.) 
 A: I saw you at the restaurant yesterday. 
 B: I did not move from my apartment. 
 A: Sorry, I was pretty sure that you were the man I saw with your wife! 
 After this conversation Barry goes home and says to his wife Carol: 
 B: You were at the restaurant with another man yesterday! 
 (Carol replies with a very classical answer.) 
 C: It isn’t what you think! 
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(4) In a big company there was a cash deficit. The boss addresses one of his 
employees with these words: 

 Boss: You have recently bought a very expensive car, John. 
 John: I did not do anything that was beyond my possibilities. 
 
In all of these examples, negative sentences negate a presupposition or impli-
cature of the interlocutor. In the first case, Barry is negating the presupposition of 
Andy that Barry was the man at the restaurant. Carol is negating the implicature 
of Barry that she was cheating on him. Finally, the employee is negating the 
implicature of his boss that he stole money.  
 It is likely that in understanding these negative sentences, we start with a 
simulation. Following Kaup & Zwaan (2007), it is likely that we start with a 
simulation of the negated content and then we simulate the actual state of affairs. 
However, a simulation of the actual or the negated content is not sufficient in 
order to understand these dialogues. The boss is not explicitly saying that the em-
ployee stole the money. He is implying this sentence. And the employee is not 
explicitly negating this implicature. His negative sentence is an implicit negation 
of the boss’s implicature. 
 Thus, the simulation of the propositional content is not sufficient in order 
to explain real-life linguistic activity. In addition, we need to explain how we get 
from the propositional content to those inferential meanings that are not 
explicitly stated but are explicitly accessed by speakers. 
 Simulative understanding is the first step in language acquisition that we 
reach during ontogeny and very likely it was the first step in phylogeny as well. 
However, at some point we got more complex socio-cognitive abilities that made 
more sophisticated linguistic activities possible. In competent speakers, these two 
mechanisms interact, making it hard to isolate one from the other.  
 Concerning the acquisition of linguistic negation, we can understand 
rejection and non-existence in the simulative paradigm. However, it is very 
unlikely that denial can be accounted for in this same paradigm, in particular for 
cases of presupposition cancelling negation or implicature cancelling negation. In 
order to account for denial we need to introduce explicit inferential abilities. The 
inferential level of linguistic negation will be the topic discussed in the next 
section. 
 
3.2. The Inferential Level of Negation 
 
The examples discussed in the previous paragraph seem to suggest that 
simulating the negated or actual content of a proposition is not always sufficient 
in order to understand negative sentences even if these are action-related. If our 
understanding of propositions such as those presented in the previous examples 
were based on a simulation of the propositional content, then much of the 
meaning of those dialogues would be lost. A simulation is most likely taking 
place. However, many questions arise about the content and temporal dynamic 
of this simulation. Only further empirical investigation can help to answer these 
questions. 
 Up to now, we have argued that complex socio-cognitive abilities are 
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needed in order to produce and comprehend denial, the most complex form of 
negation. The next question we are going to address will be: Is there any 
empirical evidence supporting this claim? 
 We try to answer this question by looking at the acquisition of linguistic 
negation in autistic children. Autism is a neurodevelopmental disorder with 
three characteristic features: social impairments, communicative-linguistic 
impairments, and repetitive and stereotyped behaviors (Tager-Flusberg 1999). 
The first two aspects of autism are usually referred to as a condition of “mind-
blindness”, that is, the inability to read our and other people’s mental states 
(mindreading). Hence, according to this account, autistic subjects have a specific 
deficiency in understanding other people’s mental states and, as a consequence of 
this lack of comprehension, they have communicative and social deficiencies. 
Indeed, the ability of attributing mental states such as intentions, beliefs, desires, 
etc., to other people is the ground for social behaviors and linguistic communi-
cation.  
 Because they lack the mindreading ability, autistic individuals have diffi-
culties in interpreting other people’s communication and behavior. Different 
hypotheses have been proposed to explain this disorder. Baron-Cohen (2002), 
following a hypothesis originally proposed by Asperger (1947), gave empirical 
support to the idea that autism can be considered as an extreme form of the male 
brain. In other words, autistic individuals demonstrate hyper-developed 
systemizing abilities, i.e. they perform over the average in tasks that require 
identifying the variables of a system and predicting its rule-governed behaviors 
while they perform poorly in all the tasks that require empathizing with others. It 
is worth noting that both men and women have the systemizing and empathizing 
skills but usually women have more developed empathizing skills then men and 
vice versa, men have more developed systemizing abilities. The extreme male 
brain that seems to characterize autism, thus, is a particular combination of these 
abilities that consists in hyper-developed systemizing skills and hypo-developed 
empathizing skills. This is, of course, only one of the hypotheses that have been 
put on the table about this enigmatic pathology. Lately, the alternative 
explanation that subjects with autism spectrum disorder have a dysfunction of 
the mirror neurons system consisting in its disordered activity has also been 
considered (Iacoboni & Dapretto 2006). According to this hypothesis, this dys-
function of the mirror system is responsible for the lack of that immediate and 
automatic attunement with others that makes us able to understand their basic 
motor intentions. 
 In any case, whatever can be considered to be the origin of this pathology, 
one of the defining characteristics of autism is mind-blindness. However, this 
mindreading deficiency can be experienced to different degrees and this means 
that differences among individuals in the severity of symptoms are likely to be 
observed. 
  So far, we have made two points. Firstly, we have examined the cognitive 
requirements underlying the acquisition of linguistic negation, arguing that in its 
complex forms, linguistic negation requires second-order mental representations 
and complex mindreading abilities. Secondly, we have identified a neuro-
developmental disorder, autism, where subjects are expected to show a specific 
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deficiency in mindreading. Now, if these two assumptions are correct, autistic 
individuals should find complex forms of linguistic negations difficult to inter-
pret correctly. And this seems, in fact, to be the case. 
 Shapiro & Kapit (1978) looked at the use of linguistic negation in autistic 
children and in typically developing 3- and 5-years-old controls. Subjects had to 
follow an experimenter’s instructions eliciting comprehension, production or imi-
tation of negative sentences. Findings suggested that autistic children used a dif-
ferent strategy than their controls in accomplishing the tasks. In fact, they 
performed better than controls in the imitation task but had significantly lower 
performances in production. All groups performed better in comprehension than 
in imitation. Still the autistic children’s performances in comprehension were 
lower than the 5-years-olds and even lower than one of the two groups of 3-year-
old normally developing controls. Shapiro & Kapit (1978: 349) find that “the 
autistic subjects produce fewer and more rigid negations as well as imitating 
well, suggesting adequate registration and reply but poor integrative processing 
of linguistic form for social and communicative use”. 
 Moreover, Tager-Flusberg et al. (1990) looked at language acquisition in 
autistic children and children with Down syndrome. Children were visited in 
their homes and video-taped while playing with their mothers. Conversations 
were subsequently transcribed by the experimenters. Results showed that autistic 
and Down syndrome children acquired syntactic structure to express negation in 
the same order as typically developing children. However, autistic children only 
used syntactic structures of negation to express rejection and non-existence while 
at later stages, children with Down syndrome also express the function of denial. 
Significantly, the expression of denial was absent in the linguistic production of 
autistic children. The authors interpreted these findings as a result of a lack in 
Theory of mind, under the assumption that denial requires attributing mental 
states to the listener. “This paucity of denial reflects impairments in Theory of 
mind. […] These aspects of mental state understanding are specifically impaired 
in autism and it is therefore not surprising that this function of language, denial, 
is almost never used by young children with autism” (Tager-Flusberg 1999: 332). 
 Delayed negation processing was found by Schindele et al. (2008) even in 
adults diagnosed with high-functioning autism and Asperger’s syndrome. 
Subjects were required to read short stories ending with either a negative or 
affirmative sentence. Depending on the context, the last sentence could be 
pragmatically felicitous or infelicitous. Normal controls only read negative final 
sentences in the pragmatically infelicitous context slowly while the two clinical 
groups had no context-related effect, showing longer reading times for negative 
sentences in both conditions. 
 The data about the production and comprehension of negative sentences in 
autistic individuals seems to support the conclusion that complex socio-cognitive 
abilities are needed in order to produce and comprehend denial. Indeed, when 
the ability to understand other people’s mental states is impaired, production 
and comprehension of denial is impaired as well. 
 The next step will be to put all of these elements in a unitary model for 
language acquisition. 
 



Is Embodiment All That We Need? 
 

 

271 

3.3. Putting Together Simulative and Inferential Abilities into a Two Step-
Model for Language Acquisition 

 
So far, we have seen that different kinds of embodied simulations occur in 
language comprehension. We have also seen that in many occasions the simu-
lation of the propositional content does not sufficiently explain the pragmatic 
level of linguistic communication. Most linguistic meaning is implicitly commu-
nicated through inferential processes. What can all of this data tell us about the 
acquisition of language?  
 Children have a language-ready brain, but they need to be in a speaking 
community in order to start speaking themselves. Even Noam Chomsky made 
this kind of assertion (Chomsky 1988). Unlike what Chomsky believed, the claim 
here is that having a language-ready brain is not the same as having an innate, 
domain-specific, device for language.  
 Arbib (2009: 265) hypothesizes that the language-ready brain resulted from 
the evolution of a progression of mirror systems and linked brain regions 
‘‘beyond the mirror’’ that made the full expression of their functionality possible. 
 Following the mirror system hypothesis advanced by Arbib and Rizzolatti 
for phylogeny (Arbib & Rizzolatti 1997, Rizzolatti & Arbib 1998), the proposal 
made here for ontogeny is that children have a language-ready brain that, based 
on mental simulation implemented by the mirror neuron system, makes the start 
of the acquisition of language possible. At this first step, the mirror neuron 
system provides us with the ability to approximately comprehend intentions, 
mainly motor intentions, and to start the process of language acquisition. In fact, 
the mirror neuron system can explain the so-called construction grammar model 
for language acquisition (Tomasello 1999) in terms of intention understanding, 
imitative learning and simulative understanding. 
 At this point, when the child enters the linguistic game, it is language itself 
that affects his or her cognitive functions and even brain. For example, the 
acquisition of literacy affects brain lateralization. Illiterate subjects, according to 
Arbib (2009), are more right-lateralized than literate controls.  
 Language makes our socio-cognitive abilities more complex. In particular, a 
full language shared by a cultural community makes our mindreading ability far 
more complex. Once the child acquires an explicit mindreading ability he or she 
is now ready to enter the second step of language acquisition. In fact, an explicit 
mindreading ability allows children to produce and comprehend inferential and 
implicit linguistic communication. The simulation of the propositional content by 
itself is not enough, even if it is very likely that simulations are taking place as 
well (Gallese & Sinigaglia 2011). Thus, at least two different neural mechanisms 
seem to be involved in language comprehension. On the one hand, language is 
deeply grounded in our sensory-motor abilities which are exploited via the 
mechanism of embodied simulation. On the other hand, we probably make use of 
a different neural mechanism that sub-serves inferential reasoning and that is an 
integral part of our linguistic skills (see for, example, Chow et al. 2008). Indeed, as 
pragmatics seems to suggest, linguistic symbols are a highly inferential commu-
nication system. And the more implicitly we are communicating, the more we 
need to be able to explicitly reason about other people mental states. 
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4. Conclusions 
 
 Summarizing the data discussed so far, negation can be considered a good ex-
ample supporting the hypothesis that speaking is a complex ability realized by 
means of at least two different mechanisms that are likely developed at different 
and consecutive steps of cognitive and linguistic development. In fact, categories 
of linguistic negation have different levels of complexity with different cognitive 
requirements. Rejection and non-existence can be explained in a simulative 
account. Denial, instead, needs an inferential explanation.  
 It is worth noting again, that these two steps of language competence, 
despite the fact that they develop consecutively, interact in adult language 
making it really difficult to isolate one from the other. 
 The final remark is about human nature, its phylogeny and ontogeny. 
Embodiment does not sufficiently explain human language and cognition. We 
also must look at the co-evolutionary relationship of culture/language and the 
brain. 
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Embodied Social Cognition  
and Embedded Theory of Mind  

 

Marco Fenici 
 

 
Embodiment and embeddedness define an attractive framework to the 
study of cognition. I discuss whether theory of mind, i.e. the ability to attri-
bute mental states to others to predict and explain their behaviour, fits these 
two principles. In agreement with available evidence, embodied cognitive 
processes may underlie the earliest manifestations of social cognitive abili-
ties such as infants’ selective behaviour in spontaneous-response false belief 
tasks. Instead, late theory-of-mind abilities, such as the capacity to pass the 
(elicited-response) false belief test at age four, depend on children’s ability 
to explain people’s reasons to act in conversation with adults. Accordingly, 
rather than embodied, late theory-of-mind abilities are embedded in an 
external linguistic practice. 
 
 
Keywords: embodied and embedded cognition; false belief test; social cog-

nition; social understanding; theory of mind 
 
 
 
 
1. Introduction 
 
Recent years have seen the birth of a new conception of the mind, namely, 
embodied cognition (Varela et al. 1991; Steels & Brooks 1995; Clark 1997, 2008; 
Lakoff & Johnson 1999; Shapiro 2011). Briefly, embodied cognition asserts that 
our physical constitution, that is, the body, matters to the definition of our mental 
life. In opposition to traditional cognitive psychology, according to which 
cognitive activity depends on the manipulation of amodal representations that 
control motor responses, embodied cognition states that perception and action 
are constitutive of mental representations. Accordingly, motor as well as sensory 
processes have a central role in the definition of cognition. 
 Embodied cognition supports a principle of economy in the definition of 
cognitive processes: It suggests substituting, until possible, reference to amodal 
representations with workable hypotheses about the functioning of sensory and 
motor systems.1 This is also consistent with evolutionary explanations: 
                                                
      I wish to thank Jay Garfield, Zuzanna Rucinska, Silvano Zipoli Caiani, and two anonymous 

reviewers for useful discussion and comments on previous versions of this article. Prepa-
ration of this article was supported by a Short Research Grant for Doctoral Candidates and 
Young Academics and Scientists from the German Academic Exchange Service (DAAD). 

    1 Consider, for instance, how Barsalou (1999) replaces Paivio’s (1986) reference to a symbolic 
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“[E]volution capitalized on existing brain mechanisms to implement conceptual 
systems rather than creating new ones” (Yeh & Barsalou 2006: 374). Theoretical 
economy and evolutionary plausibility thus make the framework of embodied 
cognition appealing and desirable for the study of cognition. However, economy 
and plausibility are not compelling reasons to accept embodied cognition. 
Whether it defines a valuable framework to explain cognitive activity, in general, 
and more specific cognitive competences, in particular, is an empirical issue, 
which is worth of consideration. 
 In this article, I investigate whether embodied cognition is compatible with 
social cognitive development and, in particular, with the capacity to attribute 
mental states (such as beliefs, desires, and intentions) to others in order to predict 
and explain their behaviour.2 Although investigation on children’s acquisition of 
this capacity dates back almost thirty years ago (Wimmer & Perner 1983; Baron-
Cohen et al. 1985), traditional accounts of social cognitive development have 
never considered the possibility that it stands for an embodied capacity. This 
came to a reason. On the one hand, modularist accounts of theory-of-mind acqui-
sition (Perner 1991; Baron-Cohen 1994, 1995; Leslie 1994, 1995; Scholl & Leslie 
1999) usually referred to sentence-like representations to describe the processing 
of the cognitive mechanism implementing theory-of-mind abilities; thereby, they 
assumed an amodal medium of representation that is incompatible with 
embodied cognition. On the other hand, child-as-scientist accounts (Gopnik 1990, 
1996; Carey & Spelke 1996; Wellman & Gelman 1997; Wellman 2002) prefer-
entially focused children’s theoretical understanding of folk psychology and left 
aside the analysis of cognitive processes.3 
 Recent research however allows rethinking the embodiment of theory-of-
mind abilities. Based on evidence from the false belief test (FBT) paradigm, 
traditional explanations of theory-of-mind acquisition assumed that children 
acquire the ability to attribute false beliefs to others in their fourth year of life 
(Wellman et al. 2001; Wellman & Liu 2004; Liu et al. 2008). Recent results however 
demonstrated that even infants in their second year of life seem to attribute false 
beliefs when simplified versions of FBT and behavioural responses are 
considered (see Baillargeon et al. 2010 and Sodian 2011 for updated reviews and 
discussion about alternative interpretations). Because these recent results 
demonstrate that theory-of-mind abilities are acquired earlier than previously 
reported, they raise the possibility that theory of mind is embodied in early 
                                                                                                                                 

code for mental representations with reference to a network of multi-modal associations. 
    2 The acquisition of this capacity has traditionally been interpreted as equivalent to the poss-

ession of a ‘theory of mind’ (Premack & Woodruff 1978). Further evidence however impor-
tantly questioned the idea that such a capacity is acquired all in once due to the maturation 
of one cognitive mechanism. In what follows, I will hence distinguish early and late social 
cognitive abilities — I will consciously employ the expression ‘social cognitive abilities’ as a 
synonym for the more specific capacities manifested in false belief tasks. Whenever the term 
‘social cognition’ will be used, it will preferentially refer to early social cognitive abilities, 
such as those manifested in spontaneous-response tasks. Instead, I will talk about ‘theory of 
mind’ to refer to late social cognitive abilities as manifested by the capacity to pass the tradi-
tional false belief test (see further). 

    3 Simulation theory (Gordon 1986, 2007; Harris 1989; Heal 1986, 1998; Gallese & Goldman 
1998; Goldman 2006) represents a case apart. I will discuss embodied accounts of theory-of-
mind acquisition related to it in the long of this article.  
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sensory–motor skills. They also suggest that the capacity to pass FBT is not as 
central as previously thought to the acquisition of a theory of mind — as some 
had already claimed (e.g., Fodor 1992; Bloom & German 2000). But these results 
are merely suggestive. They leave open the question of which competences 
underlie the acquisition of this ability and whether those competences fit the 
framework of embodied cognition.  
 This article is devoted to the exploration of these two perspectives. I will 
claim that early social cognitive abilities are probably embodied inasmuch as 
available evidence is consistent with their implementation by cognitive processes 
integrating sensory–motor information. On the other hand, I will argue that late 
social cognitive abilities are embedded in social and dialogical practices — and, 
in particular, that the ability to pass FBT at age four denotes the acquisition of a 
minimal capacity to explain people’s reasons to act. Embodiment and embedded-
ness are two logically distinct hypotheses about the nature of cognition, each 
appropriate to some cognitive skills, and not to others. Late social cognitive abili-
ties thus fall beyond the borders of embodiment. I will conclude that theory of 
mind is a composed competence that stands in a complex relationship with the 
principle of embodiment: It is likely partially embodied, and partially not, but the 
part that is not is likely embedded. 
 Section 1 clarifies which conception of embodiment is at stake when 
discussing whether theory-of-mind abilities are embodied. It also distinguishes 
embodiment and embeddedness as two logically different principles about the 
nature of cognition. In section 2, I discuss how the empirical plausibility of an 
embodied approach to early social cognition is challenged by mentalist interpre-
tations. I argue that embodiment accounts advance a coherent and plausible 
interpretation that is not dismissed by mentalist pre-theoretical intuitions. 
 In section 3, I claim that the crucial argument in favor of mentalist interpre-
tations presupposes that early social cognitive abilities develop in continuity with 
later theory-of-mind capacities. However, I show that empirical evidence discon-
firms continuity in social cognitive development. It follows that mentalist inter-
pretations are not in a better position than embodied approaches in describing 
the earliest forms of social cognition. Empirical investigation should take very 
seriously the task of deciding to what extend infants’ social cognitive abilities can 
be accounted for by relatively simple embodied processes and mechanisms. 
 Section 4 turns on four-year-olds’ acquired capacity to pass FBT and rejects 
three different explanations of its developmental pattern, one of them being 
based on the role of the executive function two others on different aspects of 
language acquisition. In section 5, I propose as an alternative that the capacity to 
pass FBT depends on a minimal ability to explain people’s reasons to act. I 
review empirical evidence supporting my proposal, and conclude that late 
theory-of-mind abilities fit the principles of embedded rather than embodied 
cognition. 
 
 
2. Embodied, Situated, and Embedded Cognition 
 
Discussing whether theory-of-mind abilities are embodied first requires clari-
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fying which conception of embodiment is at stake. Generally speaking, embodied 
cognition asserts that our physical constitution, that is, the body, matters to the 
definition of our mental life. Although this general principle can be refined or 
expanded in several ways (Wilson 2002; Anderson 2003; Kiverstein & Clark 
2009), it minimally requires only that the processes implementing cognitive abili-
ties importantly rely on sensory (e.g., somatosensitive, interoceptive, propriocep-
tive) and motor representations (Goldman & de Vignemont 2009; Gallese & 
Sinigaglia 2011). 
 This formulation may appear inadequate for at least two reasons. First, 
even traditional cognitivists acknowledge that sensory and motor processes 
trivially have a role in cognition. By requiring that they must play an ‘important’ 
role, embodied cognition stresses that sensory and motor processes must be 
central even to the definition of high-level cognitive abilities. Second, anti-repre-
sentationalist embodiment theorists (e.g., Varela et al. 1991; Thelen & Smith 1994; 
Steels & Brooks 1995; Chemero 2009) would say that this formulation is too weak 
because sensory–motor processes sufficiently define cognitive activity without 
the need of positing inner representations. Still, embodiment as a principle 
neither requires nor denies the existence of mental representations. I believe that 
this formulation would be accepted by most of its non-radical supporters. In 
what follows, I will hence assume that this formulation correctly states a viable 
minimal definition of embodiment: In order to be embodied, social cognitive 
abilities need to be implemented by cognitive processes that importantly rely on 
sensory and motor information.4 
 Before going further, it is important to disentangle embodiment from two 
close principles. Making this distinction will come at help later when discussing 
how it relates to different components of theory-of-mind abilities. Situated 
cognition asserts that we cannot artificially separate the body, thereby cognitive 
activity, from the environment in which it is placed.5 Situated cognition differs 
from embodiment in that it stresses the role of background information to the 
processing of any stimulus (Yeh & Barsalou 2006; Barsalou 2009), whereas the 
latter focuses on the role of the body in actively engaging the organism with the 
environment. 
 Embodied cognition has also to be distinguished from embeddedness, which 
highlights the role of external structures in supporting and scaffolding cognitive 
activity.6 Embeddedness supports a principle of conceptual economy for cogni-
                                                
    4 This is substantially a re-proposal of Goldman & de Vignemont’s (2009) definition of em-

bodied cognition. It is less exposed to anti-representational concerns because ‘representa-
tions in a bodily format’ have been replaced by reference to their vehicles, i.e. cognitive 
processes integrating sensory and motor information. 

    5 Situatedness is closely related to ecologism (Gibson 1979), which states that behavior cannot 
be studied independently of the environment in which it occurs. It is also presupposed by 
enactivist approaches — in both their representationalist (Grush 2004; Noë 2005) and anti-
representational versions (Chemero 2009; e.g., Varela et al. 1991; Thelen & Smith 1994; Steels 
& Brooks 1995) — according to which cognition is the outcome of the interaction between 
the body and the environment so that action, not only perception, is constitutive of cognitive 
activity. Situatedness is however a weaker principle than enactivism, which also assumes 
the truth of embodiment.  

    6 We continuously modify and construct the space around us disseminating information in it 
to our next benefit. Think about how we re-locate objects in our house not to stub our toe on 
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tion in a direction opposite to embodiment. Where embodiment points to 
conceptual economy in the inwards direction of the modal nature of mental 
representations, which are the inner vehicles of cognition, embeddedness points 
instead to the outwards direction of the environment, which simplifies cognitive 
processes by scaffolding cognitive activity. 
 Moreover, not every form of embedded cognition is situated (and vice 
versa but I will not pursue this here). Language, for instance, is a powerful tool to 
discharge the computational complexity of a task (e.g., remembering a long 
sequence of actions) on an external support (e.g., a piece of paper, or a sentence 
one can rehearse by the help of auditory memory) (Vygotsky 1934, 1978). How-
ever, although language is learned in interaction with the (social) environment, it 
is later internalised (Berk 1991; Winsler et al. 2003), and can be used as a symbolic 
tool in isolation from the environment (Clark 1998). Language acquisition thus 
deeply impacts on cognition disregarding the situatedness of the cognizer 
(Karmiloff-Smith 1992; Clark & Karmiloff-Smith 1993).7 
 
 
2. Embodied Cognition and Early Social Cognitive Abilities 
 
I have made explicit a minimal conception of embodiment. I have also 
distinguished it from the two closely related principles of situated and embedded 
cognition. We can now start investigating whether the capacity to attribute 
mental states can be defined in a cognitive system so characterized. 
 Recent research employing violation-of-expectancy and first looking 
paradigms recently showed that even infants seem to attribute false beliefs to 
others in their second year of life. For instance, Onishi & Baillargeon (2005) found 
that 15-month-olds look significantly longer when they see an experimenter 
acting incoherently with respect to her false beliefs. Their result, obtained in a 
violation-of-expectancy paradigm, was replicated considering 25-month-olds’ 
anticipatory looking, which is a clearer index of infants’ expectations (Southgate 
et al. 2007). In addition, Surian et al. (2007) found that 13-month-olds are already 
sensitive to one agent’s knowledge or ignorance of a situation. 
 The studies above strictly focused on visual stimulation and responses. 
Further research investigated infants’ processing of others’ beliefs obtained 
through sensory modalities other than vision and showed that infants’ social 
cognitive abilities are not restricted to the exclusive elaboration of visual input. 
Infants have been found sensitive to one agent’s false beliefs induced through 

                                                                                                                                 
them; or how we leave post-its on the fridge and knotted handkerchiefs in our pockets to 
remind of next duties; or how we fill our environment with road and shop signs. These 
activities allow us to discharge the computational complexity of cognitive processes in the 
environment. They relieve the cognitive load of memory and simplify both perception and 
action planning (Kirsh 1995; Clark 1997). 

    7 The scaffolding role of language is not limited to cognitive agents in isolation. Thanks to 
linguistic communication, cognitive processes can be distributed across the members of a 
group — as the crew of a ship (Hutchins 1995a), or the aircrew of a plane (Hutchins 1995b), 
or a surgery team — thereby supporting the execution of complex cognitive tasks. Linguisti-
cally mediated communication also allows the emergence of important forms of cultural 
transmission across generations (Dawkins 1976; Latour 1986). 
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proper communication (Song et al. 2008), through incorrect deductions from per-
ceptual cues (Song & Baillargeon 2008), and through tactile perception (Träuble et 
al. 2010). In addition, not only they consider others’ non-visually induced false 
beliefs, but they can also actively react to them (Buttelmann et al. 2009; Southgate 
et al. 2010; Knudsen 2011). 
 According to a first interpretation of these results, early forms of social 
cognition can be explained by cognitive processes that operate on perceptual 
input and mostly automatically trigger low-level motor responses (e.g., sustained 
attention and anticipatory looking). These processes integrate visual information 
that infants obtain by observing other agents, but they likely involve also motor 
representations. Extensive data indeed show that processing others’ actions 
involves the activation of pre-motor areas in adults (Wilson & Knoblich 2005; van 
Overwalle 2009), and the same likely happens even in infants (Del Giudice et al. 
2009). This first interpretation of early forms of social cognition is thus consistent 
with the definition of embodiment introduced in section 1 because, on this view, 
early social cognitive abilities are implemented by cognitive processes subserving 
both sensory and motor information. Call this the embodied view of early social 
cognitive abilities. 
 The embodied view is compatible with very different accounts of the 
capacity to attribute mental states advanced both in the philosophical and 
scientific literature.8 For instance, Gallese (2005, 2007; Gallese & Sinigaglia 2011) 
argues that the same sensory–motor processes (i.e. the mirror mechanism, 
Rizzolatti & Craighero 2004) implementing one’s own mental states — e.g., one’s 
intention to act — are also used when functionally attributing the same mental 
state to another — e.g., when understanding another’s intention to act. Similarly, 
Goldman (2006, 2009) claims that mirror neurons play an important role in ‘low-
level’ mindreading and support the attribution of mental states to others. 
According to Gallagher (2008, 2011), interpreting others’ mental states depends 
on perceptual, rather than inferential, capacities that are employed in situated 
social interaction and rely on low-level sensory–motor associations developed 
since early infancy. Finally, according to De Jaeger, “social understanding 
emerges from a dynamical process of interaction and coordination of two em-
bodied subjects coupled to each other” (Fuchs & De Jaegher 2009: 470; see also De 
Jaegher 2009, McGann & De Jaegher 2009). Accordingly, we cannot disentangle 
infants’ elaboration of a perceptual input from the motor processes driving 
infants’ reaction to it. 
 These accounts differ from one another with respect to several issues: 
which kinds of mental states are attributed by the cognitive processes 
implementing early social cognitive abilities; how often these processes are at 
work in everyday social interaction; whether they can be interpreted in 
representational terms; and how they ground or implement theory-of-mind 
capacities. With respect to the last point, in particular, these accounts provide 
very different interpretations of the activity of the mirror neuron system when 
we observe others’ actions. According to Gallese, for instance, mirror neurons 

                                                
    8 The point is not that all the following accounts embraced the embodied view. Rather, they 

may agree with an embodied explanation of early social cognitive abilities. 
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underpin out understanding of motor intentionality. For Goldman, instead, they 
enable us to enter the same mental states that we observer in another person. 
Gallagher interprets the mirror neuron system as a neural mechanism supporting 
‘smart’ perception. Finally, De Jaegher is very critical of neurological explan-
ations of social cognitive abilities.9 Nevertheless, she considers that “this is not to 
say that the link between action and perception found in mirror neuron research 
does not play an important role for social understanding” (Fuchs & De Jaegher 
2009: 469). 
 Despite these differences, these accounts are nonetheless unanimous with 
regard to the following theses: (i) the attribution of mental states to others 
exploits cognitive mechanisms that are developing since early infancy; (ii) 
sensory–motor processes such as the mirror neuron system constitute the core of 
these mechanisms. Call these embodied social cognitive processes. The embodied 
view explicitly adds that (iii) embodied social cognitive processes ground infants’ 
performance in spontaneous-response false belief tasks. 
 The embodied view presupposes that manifest behavior encoded through 
visual processes and processed by the mirroring system constitutes the 
fundamental source of data that infants process in spontaneous-response false 
belief tasks. In this sense, the embodied view is sympathetic with those proposals 
explaining infants’ sensitivity to others’ false beliefs in the terms of different 
capacities to track more superficial, observational features.10 For example, it has 
been argued that infants’ performance on spontaneous-response false belief tasks 
depends on behavior-reading capacities (Penn & Povinelli 2007; Perner 2010; 
Butterfill & Apperly 2013), on the capacity to remember others’ encounter with 
objects (Apperly & Butterfill 2009; Butterfill & Apperly 2013), or to create triadic 
associations (Perner & Ruffman 2005; de Bruin & Newen 2012), or even on sensi-
tivity to affordances (de Bruin et al. 2011). 
 Notably, these (more or less strictly) behavioural accounts and the embodi-
ed view may disagree about the interpretation of the cognitive processes under-
lying infants’ performance in spontaneous-response false belief tasks. However, 
they are much more in agreement about the empirical nature of these processes. 
Behavioural accounts indeed argue that (i) infants’ performance in spontaneous-
response false belief tasks does not demonstrate the capacity to attribute (false) 
beliefs, and that (ii) the cognitive processes underlying infants’ looking behavior 
primarily process others’ motor intentions and goal-directed behavior. Analog-
ously, it is the empirical significance of a minimal interpretation of the embodied 
view that the capacities to process goal-directed behavior and motor intentions 
are sufficient to ground the earliest forms of social cognition. The two views are 
thus minimally consistent: They both stress the importance of processing overt 
                                                
    9 These explanations indeed “single out one section only of the whole circle of organism–

environment interaction. They fail to address social interaction as a structured and 
structuring process which in turn influences brain functions” (Fuchs & De Jaegher 2009: 
469). 

    10 Therefore, Gallagher writes: “What the enactive position adds to the behavioral abstraction 
position concerns the nature of the meaning that I see in the other’s actions. The other’s 
actions have meaning for me in terms of how I may be able to interact with her. […] I think 
this is consistent with your [the behavioural abstraction] view, but offers a specification 
about the meaning” (Gallagher & Povinelli 2012: 154).  



Embodied Social Cognition and Embedded Theory of Mind 
 

283 

behavior to display the kind of expectations manifested in spontaneous-response 
false belief tasks, and they avoid commitment to strong mentalistic interpre-
tations of early social cognitive abilities. Indeed, it is possible that the attribution 
of mental states merely globally supervenes on the sensory–motor processes 
underpinning infants’ basic abilities to process others’ behavior, and is not an 
explicit independent representational activity. 
 The alternative to the embodied view, the mentalist view, instead claims 
that infants’ early social cognitive abilities already involve the capacity to 
attribute mental states such as beliefs. For instance, Leslie (1994, 1995) advocates 
for the existence, at 18 months, of a Theory of Mind Mechanism (ToMM) that 
allows the use representations as meta-representations, thus constitutes the basic 
computational mechanism beyond both pretend and belief representations. 
Similarly, Baillargeon (Scott & Baillargeon 2009; Baillargeon et al. 2010) advances 
that early social cognitive abilities are provided by the maturation of a new 
modular component in the infant’s mind in the second year of life, Subsystem-2, 
which allows infants to hold in mind a separate representation of a scene. 
 It is a hallmark of the mentalist view that infants’ early social cognitive 
abilities do not exploit any behavior-reading heuristic.11 This view rejects both 
behavioural interpretations of infants’ performance in spontaneous-response 
false belief tasks and the embodied view, which is minimally consistent with 
them. And, in fact, mentalist accounts of early social cognitive abilities are often 
associated with criticisms to the fundamental importance of sensory–motor pro-
cesses to the ability of attributing mental states (e.g., Csibra 2007; Grafton 2009). 
 Despite the arguments advanced by mentalist theorists, nonetheless, the 
opposition between their rich explanation of spontaneous-response false belief 
tasks and the minimal interpretation defended by both embodied and (more or 
less strictly) behavioural accounts is far from being settled. Of course, this is an 
empirical debate, and empirical evidence may provide some reason to assess the 
contrast. If it were found, for instance, that early social cognitive abilities are not 
flexible enough to properly match mental state attributions — because, for 
example, they do not retain attributed beliefs beyond short time threshold, or 
because they are insensitive to some perceptual modality in the process of belief 
formation —, this would constitute evidence against the mentalist view. On the 
contrary, the embodied view is challenged by any result showing the complexity 
of early social cognitive abilities. In front of a very flexible behavior manifested 
by infants in a variegated set of false belief tasks, it would be more difficult to 
explain their performance in the terms of the mere capacity to process sensory–
motor information. The choice to treat their capacity as theory-of-mind abilities 
would be theoretically more parsimonious, thereby also preferable. 
 Both the embodied and the mentalist view nevertheless have general 
strategies to explain their empirical flaws. In particular, the mentalist view can 
always maintain that non-flexible manifestations of early social cognitive abilities 

                                                
    11 Adduced motivations are variegated. Leslie claims that ToMM is the essential core of 

theory-of-mind reasoning because it permits and promotes children’s attention to early 
intentional insight into the behaviors of others, thereby it allows them to learn about these 
states. Instead, according to Baillargeon, Subsystem-2 implements genuine theory-of-mind 
capacities because of reasons of parsimony (Onishi & Baillargeon 2005: 257). 
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are explained by limitation of the computational resources available to the 
working of the theory-of-mind mechanism (Fodor 1992; Leslie et al. 2005; Scott & 
Baillargeon 2009). On the other hand, the embodied view can always reduce the 
complexity of mentalist interpretations of infants’ behavior by elaborating 
behavior-reading strategies of some sort (Perner 2010; Butterfill & Apperly 2013). 
 I take those principled objections as demonstrating that the opposition 
between the embodied and the mentalist view is also partially a matter of 
theoretical preference about how to describe very simple capacities manifested in 
infancy. Although I acknowledge that solving the dispute is lastly a matter of 
empirical discussion, I want herein to consider further assumptions not clearly 
spelled out in the current debate. In defense of the embodied view, I will claim 
that it advances a coherent and plausible interpretation, which is not dismissed 
by mentalist pre-theoretical intuitions. It thus defines a concrete proposal, and it 
is should be in the agenda of future empirical investigation assessing to what 
extend infants’ social cognitive abilities can be accounted for by relatively simple 
embodied processes and mechanisms. 
 The issue whether (amodal) mental states can in principle be computed by 
cognitive processes that principally integrate sensory–motor information is 
particularly relevant to the assessment of the assumptions in favor and against 
embodied interpretations. With this respect, the embodied view favors that 
amodality can effectively be reduced to interwoven cross-modal connections 
(Barsalou 2005; Goldman & de Vignemont 2009; Gallese & Sinigaglia 2011). 
Accordingly, also the attribution of mental states to others can be implemented 
by cognitive mechanisms processing sensory–motor information and directly 
triggering automatic motor responses. Instead, the mentalist view holds that 
processing sensory–motor information cannot account for the attribution of 
mental states for the very nature of the modally-non-neutral information that is 
processed. Nothing less than theory-of-mind processes can account for social 
cognitive abilities even in infancy. 
 It is important to note that the embodied view advances a specific claim 
about the modal nature of information, which can be empirically investigated. 
The mentalist alternative, on the other hand, merely relies on a principled and, as 
I see it, unsuccessful objection. Moreover, as discussed above, the embodied view 
also suggests a viable alternative explanation to data concerning social cognitive 
abilities in infancy in agreement with (more or less strictly) behavioural accounts. 
Therefore, if we only consider social cognitive capacities apparent in the second 
year, the available evidence does not decide between embodied and mentalist 
interpretations of social cognitive abilities. But if we look more broadly, the 
evidence supports the embodied alternative. For the sake of parsimony, indeed, 
there is no need to assume that infants can attribute (false) beliefs if the same 
cognitive abilities can be explained by more basic capacities to process manifest 
behavior and motor intentions.   
 There is, however, a second argument advanced in favor of the mentalist 
view. Rather than focusing on the second year of life, it hinges on the gradual 
development of social cognitive abilities from infancy to early childhood. I will 
assess it in the next section. 
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3. Social Cognitive Development from Infancy to Early Childhood 
 
The argument from the continuity of social cognitive development states that (i) 
infants’ selective behavior in spontaneous-response false belief tasks appears 
before their capacity to pass FBT at age four, and that (ii) this capacity is usually 
interpreted as the explicit manifestation of the possession of the concept of belief, 
and so that (iii) infants’ performance in spontaneous-response false belief tasks is 
the implicit manifestation of the concept of belief. 
 The argument underlies many mentalist interpretations of early social 
cognitive abilities. For instance, Poulin-Dubois et al. (2009) report data from 
longitudinal studies finding that children’s performance on traditional false 
belief tasks is predicted by earlier ability to understand goal-directed actions with 
computer-animated geometric forms (Yamaguchi et al. 2009) or to identify 
behavioural cues of intentional action in an imitation task (Colonnesi et al. 2008). 
Hence they conclude that “the current data suggest continuity in social cognitive 
development that provides support for the hypothesis that the sophisticated 
social cognitive abilities have their roots in infancy” (p. 91). 
 Unfortunately for the mentalist view, however, that early social cognitive 
abilities develop before the capacity to pass FBT does not demonstrate that they 
are the precursors of this capacity. This conclusion follows only if this capacity is 
demonstrated to develop in strict continuity with them. Therefore, continuity in 
social cognitive development is the test bed to decide whether mentalist inter-
pretations of early social cognitive abilities are to be preferred to the embodied 
view. It is on this issue that I will now turn my attention. 
 Some empirical evidence attests gradual development in social cognition. 
Southgate et al. (2007) found that 25-month-olds gaze in anticipation towards a 
location where a person would be expected to search if she had a false belief. This 
extends Onishi & Baillargeon’s (2005) result by relating early social cognitive 
abilities to a more active behavior (i.e. anticipatory gaze). Still two-year-olds are 
limited in the kind of stimulation that can enhance their anticipatory-looking 
response. In Southgate and colleagues’ study, infants anticipatory looking was 
prompted by a visual stimulation, but Clements & Perner (1994) and Garnham & 
Ruffman (2001) found that it cannot be triggered by verbal prompting until age 
three. 
 These studies suggest the following developmental pattern for social 
cognitive abilities: (i) after 15 months, the cognitive processes responsible for 
social cognitive abilities can already direct infants’ attention at the incongruent 
behaviour of an agent; (ii) after age two, they also start driving anticipatory 
looking reactions; (iii) at age three, they start bring prompted by verbal 
stimulation; (iv) finally around age four, they fully integrate with linguistic 
abilities, thereby also allow children to correctly answer FBT. 
 Considering this evidence, Baillargeon (Scott & Baillargeon 2009; Baillar-
geon et al. 2010; cf. also Leslie 2005) claimed that young children fail elicited-
response FBT because it involves the functioning of at least three different pro-
cesses. In particular: (i) a process to represent others’ false-beliefs, (ii) a process to 
select the proper response when asked about others’ behavior, and (iii) a process 
to inhibit the tendency to answer the test question based on one’s own 
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knowledge. Since spontaneous-response tasks only tap psychological-reasoning, 
they are passed earlier than traditional elicited-response false belief tasks. As 
soon as response-selection mechanisms develop (or interface themselves with 
psychological-reasoning processes) children’s anticipatory-looking starts respon-
ding to verbal prompts. Finally, when response-inhibition processes properly 
develop, children also become able to pass elicited-response tasks. 
 Important considerations nevertheless reject continuity in the development 
from early social cognition to late theory-of-mind abilities. A first hint comes 
when considering a possible double dissociation between early and more mature 
social cognitive abilities.12 Senju and collaborators (Senju et al. 2009, 2010; see also 
Senju 2011 for a discussion) found that autistic people are impaired on spontane-
ous-response false belief tasks while at the same time they pass elicited-response 
tasks (Happé 1995) — their performance being strongly related to their linguistic 
abilities (Tager-Flusberg & Joseph 2005). This pattern is opposed to the one of 
three-year-olds, who are impaired on elicited-response tasks while at the same 
time they pass spontaneous-response tasks. This suggests that the two tasks map 
different capacities. 
 Secondly, if the cognitive processes implementing early social cognitive 
abilities progressively develop in continuity with more advanced social 
competence, one would expect cognitive biases affecting late social cognitive 
abilities to be present even at earlier developmental stages. However, a central 
bias to the capacity to pass FBT such as the ‘curse of knowledge’ (Birch & Bloom 
2003, 2004, 2007) genuinely affects only four-year-olds’ performance on elicited-
response tasks, while it spares infants’ early social cognitive abilities.13 This 
challenges the hypothesis that passing FBT at age four depends on the same 
processes already in place around age two (Samson & Apperly 2010). 
 Finally and critically, increasing evidence supports a multi-process theory 
of social cognitive abilities. On the one hand, empirical findings suggest that 
beliefs are not automatically attributed in FBT. Apperly et al. (2006) reasoned that 
if this were the case, we should consider others’ beliefs even when not requested 
to do so. They thus probed experimental subjects with unpredictable questions 
about what was happening in a video; the questions concerned either the location 
of an object, which participant were requested to track, or a false belief of the 
main character, which were irrelevant to the task goal. They found that longer 
response times and higher errors where connected to answers about the 
character’s false belief, suggesting that subjects normally did not track it. Also, 
explicitly requiring subjects to track the character’s belief eliminated the 
asymmetry between belief- and reality-answers, suggesting that such asymmetry 

                                                
    12 Though see Scerif & Karmiloff-Smith (2005) for a warning about the misuse of double 

dissociations in cognitive neuroscience. 
    13 The curse of knowledge refers to the fact that children as well as adults find it difficult to 

stop considering their own knowledge when asked to assess others’ perspectives. That the 
curse of knowledge spares early social cognitive abilities provides no surprise in the 
experiment by Southgate et al. (2007), where the object that is the content of the false belief is 
taken out of the scene before infants’ response is prompted. No actual knowledge of the 
object’s location thus misleads infants’ reaction. This is however not the case in the 
experiments by Clements & Perner (1994), Garnham & Ruffman (2001), and Onishi & 
Baillargeon (2005).  
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depended on the cost of retrieving the character’s belief. 
 Contrary to the case of belief attribution, other findings instead suggest that 
adults automatically compute others’ visual experience even when they 
themselves have a different view (Samson et al. 2010). This result has been 
demonstrated in six-year-olds (Surtees & Apperly 2012) and, surprisingly, even 
in seven-month-olds (Kovács et al. 2010).14 However, this capacity is importantly 
limited in many respects: It does not consider level-2 visual perspective taking 
(Surtees et al. 2011), and it is impaired when the other’s perspective includes 
complex scenarios (Keysar et al. 2000, 2003). 
 In the light of these results, Apperly & Butterfill (2009; cf. also Frith & Frith 
2006; Apperly 2010) suggested that adults compute others’ mental states by two 
kinds of cognitive process. High-level social cognitive processes develop in early 
childhood and allow children to pass complex tasks such as elicited-response 
FBTs. They are highly flexible but cognitively demanding, therefore they do not 
get automatically employed. In contrast, low-level social cognitive processes 
develop in infancy and have likely been naturally selected. They are cognitively 
efficient, because they rely on the elaboration of simple features of the perceived 
input, and explain infants’ performance in spontaneous-response false belief 
tasks. However, the same reason why they are cognitively efficient also makes 
them inflexible. Indeed, they are very limited both in the kind of information 
they can process and in how their outcome can influence other cognitive 
processes. That is, they are encapsulated and impenetrable: They are activated only 
by some specific available input, and are of no help to solve general domain 
problems (Fodor 1983; Coltheart 1999). 
 Importantly to the present discussion, empirical investigation indicates that 
early and late social cognitive abilities are provided by completely different 
cognitive processes. Accordingly, cognitive development does not progress 
continuously from infancy to early childhood. This rejects the mentalist theorist’s 
argument that the cognitive processes underlying early forms of social cognition 
must be interpreted in strong mentalistic terms because they represent the early 
roots of mature theory-of-mind abilities. 
 In light of the empirical inadequacy of the argument from the continuity in 
social cognitive development, and considering that mentalist interpretations 
about early social cognitive abilities inconclusively oppose embodied accounts, 
we must thus leave it open how to interpret infants’ performance in spontaneous-
response false belief tasks. Given the severe limitations of infants’ early social 
cognitive abilities, adopting the full vocabulary of folk psychology to describe 
them may be incorrect, whenever misleading (cf. Kagan 2008 for the same argu-
ment against very young infants’ possession of the concepts of number and 
object). 
 Concluding, it is up to future empirical investigation deciding to what 
extend infants’ social cognitive abilities can be accounted for by relatively simple 
embodied processes and mechanisms. However, theoretical reflection 
                                                
    14 Interestingly, Kovács and colleagues interpret their result in the terms of the capacity to con-

sider others’ beliefs, although what they really assessed is the subject’s capacity to recall 
what other agents saw. This is a good example of over-interpretation of experimental evi-
dence. 
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demonstrates that we are not committed to interpret them in a strong mentalistic 
vocabulary. Consistently with the embodied view, the cognitive processes 
underlying early social cognitive abilities may be the outcome of a minimal 
capacity to attribute motor intentions and goal-directed behavior. Coherently 
with (more or less strictly) behavioural accounts, they may even depend on less 
sophisticated embodied competences that do not have a direct translation in the 
vocabulary of folk psychology. Inasmuch as these two interpretations do not 
mutually exclude but agree about the empirical nature of the cognitive processes 
underlying early social cognitive abilities, rejecting strong mentalist accounts 
paves the way to an alternative interpretation coherent with the embodied view. 
 
 
4. Explaining Theory-of-Mind Acquisition in Early Childhood 
 
If early social cognitive abilities already reflected the capacity to attribute beliefs 
to others, learning to pass FBT at age four would not be a milestone in children’s 
social cognitive development. This would constitute a priori reason not to 
investigate whether this ability is implemented in embodied cognitive processes. 
However, the discontinuity between early and late social cognitive abilities 
attests that elicited- and spontaneous-response false belief tasks are rather 
distinct. Passing elicited-response FBT thus identifies an autonomous compe-
tence in child development.15 Accordingly, it is still worth investigating whether 
this ability fits the framework of embodied cognition. In this section, I discuss 
and reject three explanations of the acquisition of the capacity to pass FBT. This 
will clear the field to my alternative proposal. 
 A first attempt to explain children’s acquisition of the capacity to pass FBT 
has appealed to the maturation, around age four, of several components of the 
executive function:16 in particular, the capacity to inhibit stimulus-dependent 
answers (Carlson & Moses 2001; Jacques & Zelazo 2005; Sabbagh et al. 2006), 
cognitive flexibility (Carlson & Moses 2001; Müller et al. 2005; Guajardo et al. 
2009), and visual perspective taking (Harris 1992; Gopnik et al. 1994; Farrant et al. 
2006; Bigelow & Dugas 2008). This explanation of four-year-olds’ acquired capa-
city to pass FBT is also provided by contemporary modularist accounts of the 
theory of mind — namely, those accounts supporting the mentalist view of early 
social cognitive abilities (sections 2 and 3). 
                                                
    15 And indeed, the capacity to pass FBT has been demonstrated extremely robust and unlikely 

depending on minor changes in previous cognitive development. Allowing children to 
respond by sticking surprised or non-surprised facial expressions (de Villiers & de Villiers 
2000), or proper thought (Wellman et al. 1996; Woolfe et al. 2002), as well as hide and retrieve 
tasks (Call & Tomasello 1999; Figueras-Costa & Harris 2001) did not improve four-year-olds’ 
performance in any sensitive way, while only mild improvements were found when 
allowing children to respond by appropriate hand-gesture (Carlson et al. 2005), betting coins 
(Ruffman et al. 2001) and lying by deceiving pointing rather than explicit verbal communi-
cation (Perner et al. 2002). 

    16 By ‘executive function’, cognitive psychologists refer to the suite of cognitive functions 
supporting goal directed behavior and cognitive control across conceptual domains, 
including inhibitory control (or response inhibition), working memory, error monitoring, 
rule representation and use, planning, behaviour organisation, cognitive flexibility, and 
attentional control (Zelazo et al. 2008).  
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 Several findings nevertheless suggest that the executive function really 
provides only a marginal contribution to the development of theory-of-mind 
abilities. Firstly, although autistic children do not pass FBT, they normally 
perform on executive function tasks when tested by a computer rather than by a 
person (Ozonoff et al. 1991; Ozonoff 1995). Secondly, language delayed deaf 
children raised by hearing parents are not at all impaired in executive function 
such as non-verbal working memory, inhibitory control, and conditional rule 
following; still they fail FBT (P.A. de Villiers 2005). Finally, children in Asian 
countries manifest earlier competence than their Western peers at executive 
function tasks, the effect perhaps being due to their education more inclined 
toward self-control. Nevertheless, early improved executive function does not 
translate into superior performance in FBT (Sabbagh et al. 2006; Liu et al. 2008; Oh 
& Lewis 2008; Lewis et al. 2009).17 
 Language acquisition constitutes a better candidate than the maturation of 
the executive function to account for children’s late acquisition of theory-of-mind 
abilities. Meta-analyses showed that the capacity to pass FBT relates to linguistic 
competence, the correlation from linguistic abilities to social understanding being 
stronger than the opposite (Astington & Baird 2005b; Milligan et al. 2007). Still, 
even when focusing on the contribution of language to FBT passing, many 
different aspects of language acquisition may be relevant (Astington & Baird 
2005; de Villiers 2007: 1869–1871). Investigating the embodiment of late social 
cognitive abilities thus depends on assessing their different contribution. 
 One explanation that may account for the correlation between language 
acquisition and FBT passing is that younger children lack the representational 
capacity to store others’ (false) beliefs (Leekam & Perner 1991; Perner 1995; 
Leekam et al. 2008). Accordingly, FBT would measure children’s meta-represen-
tational abilities. Language acquisition may thus impact children’s capacity to 
pass FBT because, by enabling new representational formats (Karmiloff-Smith 
1992), it enables and/or improves the representation of the mental states.  
 This explanation is strongly supported by de Villiers and collaborators’ 
finding that syntax acquisition, and, in particular, the mastery of sentential 
complements — i.e. the sentences introduced by a ‘that’ in mental propositional 
attitudes (e.g., “he thinks that-p”) as well as reporting attitudes (e.g., “he says 
that-p”) — is predictive of children’s ability to pass FBT (de Villiers & Pyers 2002; 
de Villiers & de Villiers 2003; J.G. de Villiers 2005, 2009).18 On de Villiers’ original 
interpretation, this was considered evidence that the mastery of sentential 
complements reshapes children’s cognition by providing a new representational 
format to store meta-representations, therefore also to attribute beliefs to others.19 

                                                
        17   Cf. also Sabbagh et al. (2010) for an extended criticism of the role of the executive function in 

promoting late social cognitive abilities. 
    18 The result has been confirmed by comparative studies on different populations of deaf 

children (Peterson & Siegal 2000; Garfield et al. 2001; P.A. de Villiers 2005; Pyers & Senghas 
2009; Schick et al. 2007), and by training studies, where children were trained in FBT, a Test 
for Complements and other relevant tasks (Hale & Tager-Flusberg 2003; Lohmann & Toma-
sello 2003; Lohmann et al. 2005). 

    19 This proposal shares with embodied cognition the focus on cognitive development to 
explain social cognitive development. Nevertheless, it does not agree with embodied 
cognition on the representational format encoding belief attributions. Indeed, it supposes 
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 Several findings nevertheless reject de Villiers’ analysis that representing 
others’ beliefs is the main problem in FBT. Indeed, according to de Villiers, there 
must be one moment in which children learn how to represent sentential comple-
ments. However, several studies demonstrated that children start mastering 
complementation at different ages depending on the context in which it occurs. 
This is revealed by considering sentential complements selected by desire verbs 
in German (Perner et al. 2003), by pretence verbs (Garfield et al. 2009), as well as 
relative clauses (Smith et al. 2003).20 Moreover, de Villiers’ proposal advances that 
children’s difficulty with FBT depends on the general understanding that verbs 
of thought select either true or false sentential complements. However, the 
mastery of complementation likely predicts FBT passing only because it requires 
children to understand that verbs of thought can specifically select false comple-
ments (Cheung et al. 2004, 2009). And indeed, although the mastery of sentential 
complements is sufficient to pass FBT, children’s difficulty also partially depends 
just on the comprehension of the deceiving character of the false beliefs 
(Lohmann & Tomasello 2003; Lohmann et al. 2005). Therefore, providing the right 
representational format to represent others’ beliefs is unlikely the exclusive 
reason why language acquisition supports late social cognitive development. 
 A second attempted explanation of the correlation between language 
acquisition and FBT passing is that FBT requires children to master not just the 
representational format of attributed beliefs and desires, but also belief–desire 
reasoning, that is, the capacity to inferentially combine attributed mental states to 
make predictions about others’ future actions. This proposal is largely shared 
among supporters of both the modularist and the child-as-scientist view of the 
theory (cf. the introduction), who advanced that passing FBT require children to 
develop (either implicit or explicit) inferential abilities. Accordingly, language 
acquisition would improve the capacity to pass FBT by bolstering children’s 
belief–desire reasoning capacities. 
 Despite its popularity, we should be cautious to adopt this solution: In fact, 
several reasons suggest that belief–desire reasoning is really not needed to pass 
FBT. A first weak argument is that we do not consciously perform belief–desire 
reasoning very often (Gallagher 2007). Secondly, folk psychology apparently 
works differently across different cultures (e.g., Lillard 1998; Vinden 1999); this 
should lead to the conclusion that passing FBT is culture dependent — a result 
for which partial evidence has been provided (Wellman et al. 2006; Liu et al. 2008; 
Shahaeian et al. 2011). Third, passing FBT by belief–desire reasoning poses a typi-
cal inverse problem (Csibra & Gergely 2007) which requires solving an abductive 
inference. This makes unlikely that children rely on belief–desire reasoning to 
pass the test (Apperly 2010; cf. also Ratcliffe 2007; Perner & Roessler 2010; de 
Bruin et al. 2011 for related discussion). 

                                                                                                                                 
that others’ beliefs are encoded in sentence-like representations, that is, in an amodal repre-
sentational medium that is very different from sensory and motor representations. 

    20 J. G. de Villiers (2005) opposed that only the mastery of that-clauses selected by verbs of 
thought is predictive of children’s ability to pass FBT, and proposed that such a competence 
is scaffolded by their experience with verbs of speech (e.g., saying, telling). However, there is 
no evidence in the literature for a developmental gap between the mastery of verbs of 
speech and the mastery of thinking verbs. 
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 Of course, denying that the mastery of belief–desire reasoning is not 
necessary to pass FBT requires explaining why belief–desire reasoning is 
apparently so pervasive in everyday life (Spaulding 2010). However, note that 
folk psychology and the attribution of mental states are often employed to explain 
past actions rather than to predict future ones. Therefore, the pervasiveness of 
belief–desire reasoning may well depend on its relevance in rationalizing 
people’s behavior by reporting their reasons to act.21 If that is the case, we can ab-
andon the idea that passing FBT requires the mastery of belief–desire reasoning. 
 I have rejected three explanations of four-year-olds’ acquired ability to pass 
FBT, one of them being based on the role of the executive function two others on 
different aspects of language acquisition. In the next section, I will introduce my 
alternative proposal. We will hence be in position to judge whether late theory-
of-mind abilities fit the framework of the embodied cognition. 
 
 
5. Embedded Cognition and Theory-of-Mind Acquisition 
 
My previous analysis rejected two explanations of the correlation between lang-
uage acquisition and four-year-olds’ acquired capacity to pass FBT. However, it 
has not refuted the main idea that passing FBT depends on language acquisition. 
My proposal carves out an alternative explanation for that. 
 I suggest that passing FBT demonstrates the acquisition of a minimal 
capacity to explain people’s reasons to act. Since the very early infancy, children 
are continuously exposed to stories and narratives that clarify the reasons why 
people acted in the way they did. Although full reasons defined by belief–desire 
pairs are rarely provided, these stories identify relevant constituents of these 
reasons (e.g., beliefs, desires, intentions, behavioural traits, personality features) 
and acquaint children with the domain of folk psychology (Hutto 2008; Nelson 
2009). I claim that children’s acquaintance with these narratives, and in particular 
with those stories focusing false utterances, the deceiving aspect of things, and 
lying behaviors, promotes their understanding of the reasons beyond (unsuccess-
ful) action and improve their capacity to pass FBT. I also propose that dialogical 
ex-changes where people’s behavior is explained by the attribution of (false) 
beliefs trigger the acquisition of explanatory capacities in the domain of folk 
psychology. Accordingly, language acquisition affects children’s capacity to pass 
FBT because linguistic interaction in the social environment, and, in particular, 
specific dialogical exchanges where false beliefs are the matter of discussion, 
provide the main evidence necessary to them to pass FBT. 
 Before further discussion, let me introduce empirical evidence supporting 
my proposals.  First of all, although I opposed de Villiers’ claim that children 
younger than four lack the representational capacity to store others’ (false) 
beliefs, her finding that the mastery of sentential complements is predictive of 
children’s ability to pass FBT is in itself significant and requires explanation. 
According to my proposal, children must understand that false beliefs sometimes 
are good reasons for action before they can pass FBT. Now, sentential comple-
ments are the syntactic structures normally employed to report false belief 
                                                
        21   A  similar  point  has  been  suggested  by  Slors  (2012)  and  Van  Cleave  &  Gauker  (2010).  
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attributions. It comes to a reason that children need to master complementation 
before they can pass FBT. 
 A second piece of relevant evidence comes from studies assessing the 
frequency of mental state lexicon in parental conversation. According to my 
proposal, understanding people’s reasons to act is developed in specific 
dialogical exchanges where people’s behavior is explained by the attribution of 
mental states. Accordingly, children who have more chances to take part to those 
dialogical exchanges should be expected to pass FBT earlier. On the contrary, 
finding that the amount of dialogical exchanges involving psychological 
discourse does not correlate with the ability to pass FBT would oppose my 
analysis. 
 Considering the empirical literature, many studies extensively showed that 
the frequency of mental terms in parental conversation predicts children’s ability 
to pass FBT (Dunn et al. 1991; Furrow et al. 1992; Moore et al. 1994; Sabbagh & 
Callanan 1998; Ruffman et al. 2002; Meins et al. 2003; Dunn & Brophy 2005; 
Taumoepeau & Ruffman 2006). In addition, some evidence also suggests that this 
does not depend on the mere presence of mental lexicon in parental conversation, 
but on the quantity of discourse related to people’s mental states even when 
mental states are not mentioned (Turnbull et al. 2008). 
 The third evidence for my proposal comes from studies about the quality of 
the conversation between the child and the caregiver. My proposal states that 
children should advance in their understanding of the mental domain 
proportionally to the quality of the conversation about the psychological domain 
they have with their caregivers. Accordingly, children whose caregivers tend to 
entertain more prolonged exchanges of such a kind and to provide more 
feedback should be expected to pass FBT earlier. On the contrary, evidence 
opposing my model would be that the caregiver’s availability to converse with 
the child did not correlate with children’s ability to pass FBT. 
 In the empirical literature, several indices have been advanced to assess the 
quality of parental conversation. Ontai & Thompson (2008) shaped an elaborative 
discourse index, which assesses the parental disposition to elaborate children’s 
utterances by filling the gaps, providing explanations, and in general enriching 
the child’s utterances. Similarly, Ensor & Hughes (2008) developed an index that 
they call connectedness, which assesses how much parental answers continue the 
child conversational contribution or whether they just push conversation further. 
Both studies found that those indices of the quality of the parental conversation 
correlate with the child’s ability to pass FBT.22 
 My proposal is very close to Hutto’s hypothesis that folk psychological 
narratives have a fundamental role in fostering “an understanding of the forms 
and norms of folk psychology” (Hutto 2007: 53), that is, “our everyday practice of 
making sense of intentional actions (i.e. our own and those of others) in terms of 
reasons” (Hutto 2009: 10). In particular, we share the same idea that dialogical 
interaction with the caregiver is the most important factor for the acquisition of 
                                                
    22 While evidence reported above about the quantity of the conversational input was obtained 

through both correlational and transitional studies, evidence in this case is only corre-
lational, therefore less significant. However, it still suggests that the more that adults are 
prone to elaborate children’s utterances, the earlier the capacity to pass FBT is acquired. 
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the concept of belief while cognitive development only plays a minor role. 
 Although I am very sympathetic with Hutto’s approach, there are 
nevertheless also substantial differences between his and my view. In particular, 
Hutto claims that “children’s nuanced folk psychological skills only develop 
securely after ages four and five” (Hutto 2008: 26) and denies that passing FBT 
marks an important step in children’s mastery of folk psychology.23 Against this, 
I advance that passing FBT denotes an important improvement in children’s 
mastery of folk psychology, because it marks their acquisition of an ability to 
explain people’s behavior in folk psychological terms. 
 The dispute is partially theoretical and partially empirical. As for the 
theoretical facet, I believe that children’s acquired capacity to explain others’ 
reasons to act, which is manifested when they pass FBT, only denotes a minimal 
understanding of folk psychology, which needs time to be turned into a mature 
social competence. Therefore, Hutto does not really oppose my view when he 
claims that folk psychological skills fully develop only after age five or six. 
 However, against Hutto, I also advance a more specific empirical claim and 
propose that children start passing FBT because they learn to explain others’ 
behavior by reporting their reasons to act. This makes a definitive claim about the 
timeline of children’s acquisition of the capacity to pass FBT: Explanatory abili-
ties in the domain of folk psychology should be acquired earlier than the predic-
tive ability necessary to pass FBT. Therefore, my proposal would be supported 
by findings showing that explanatory capacities come in place earlier than the 
time children pass FBT. On the contrary, if it were found that children can pass 
FBT without still being able to express people’s reasons to act, that would 
constitute opposing evidence to my model. 
 Referring to empirical evidence, several studies have already tested the 
correlation between traditional predictive FBT and a modified explanatory version, 
where children are asked to explain the behavior of a main character who just 
acted on the basis of a false belief. Many studies found that the explanatory 
version is as hard as the traditional one (Moses & Flavell 1990; Wimmer & Weich-
bold 1994; Wellman et al. 1996; Wimmer & Mayringer 1998; Perner et al. 2002; 
Atance & O’Neill 2004). This does not explicitly contradict my proposal, although 
it neither supports the presumed role of explanatory abilities in promoting the 
predictive abilities assessed by FBT. Notably, it nevertheless shows, against 
Hutto, that four-year-olds start manifesting important folk psychological compe-
tences: Not only did they correctly predict others’ behavior that depends on the 
attribution of a false belief, but they also justify their predictions by correct expla-
nations. 
 Evidence supporting my proposal comes instead by a few studies specifi-
cally finding that theory-of-mind predictive capacities are anticipated by explan-

                                                
    23 “There is a fairly widespread tendency to conflate the latter sort of ability [to understand 

and attribute beliefs] with a capacity to understand and attribute reasons. This mistake 
stems from assuming, as is commonly done, that children are already in the possession of 
the bulk of their theory of mind at the point at which they begin to pass false-belief tests. 
Hence, success on these tests is taken to be the mark of their having acquired the final piece 
of the theory of mind puzzle. Having mastered the core concept of belief, it is supposed that 
they have mastered the full set of folk psychological principles” (Hutto 2008: 25). 
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atory capacities (Bartsch & Wellman 1989; Bartsch et al. 2007). Careful looking at 
the methodology of these studies shows that they are flawed in the way in which 
they assessed children’s psychological explanatory abilities.24 Nevertheless, we 
should notice that finding a transitional period for the acquisition of abilities is 
always difficult: You can fail because either you look at too old children, or 
because you do not employ fine enough tools. Furthermore, all studies reported 
above always looked at explanatory ability as a yes-or-no competence and did 
not consider that there can be many levels of certainty in reporting one’s reasons 
to act. Serious investigation instead would require keeping those levels 
separated. Future research, more respecting of the ecological validity of prompt-
ing answer methods and of the gradual acquisition of explanatory abilities in the 
domain of folk psychology, may bring clearer results about children’s earlier 
capacity to pass explanatory rather than predictive versions of FBT. 
 Summarizing, predictive and correlational relations between children’s 
capacity to pass FBT and (i) children’s mastery of sentential complements, (ii) the 
quantity of parental conversation involving mental concepts, (iii) the quality of 
parental conversation, and (iv) children’s explanatory capacities in the domain of 
folk psychology all support the claim that four-year-olds’ capacity to pass FBT 
depends on their acquisition of a minimal capacity to report others’ reasons to 
act.  
 This constitutes a significant improvement in our knowledge about social 
cognitive development and its triggering factors. It also leaves us in position to 
judge whether late social cognitive abilities fit the framework of the embodied 
mind. It follows indeed from my analysis that theory-of-mind capacities 
manifested by the ability to pass FBT are acquired by being engaged in a proper 
conversational context. The linguistic competence necessary to pass FBT is thus 
not localized and depends on the whole activity of a brain immersed in its 
natural and social (dialogical) environment. Accordingly, sensory and motor 
processes play a very peripheral role in the capacity to pass FBT: Late theory-of-
mind abilities do not particularly fit the framework of embodied cognition. 
 Even though the capacity to pass FBT does not respect the strictest 
principles of embodiment, it is nevertheless compatible with the closer principles 
of situatedness and embeddedness. Indeed, according to my proposal, children’s 
capacity to predict others’ behavior depends on the mastery of an explanatory 
practice that children refine in conversation with their caregivers. This is a clear 
example of how the embeddedness of cognition in the child’s social environment 
supports high-level cognitive processes such as social understanding. 
 
 
6. Conclusions 
 
Although theory of mind has been interpreted for a long as a unified capacity in 

                                                
    24 Indeed, Bartsch & Wellman’s (1989) method to prompt explanations was all but ecologically 

valid. Bartsch et al. (2007) used a more ecological prompting strategy, but their result 
depends on considering passers children that passed just one out of four explanatory false 
belief tasks: if at least two out of four trials are requested, their result is no longer 
significant. 
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the empirical literature, careful consideration of its development really demon-
strates that it stands for a composed competence, which stands in a complex 
relation with the principle of embodiment. Available evidence does not exclude 
that early social cognitive abilities, which are manifested in spontaneous-
response false belief tasks, depend on the activity of embodied cognitive 
processes. This challenges the mentalist view, according to which they must be 
interpreted in the terms of a capacity to attribute false beliefs.  
 Instead, late social cognitive abilities, such as the capacity to pass FBT, are 
the outcome of a process of enculturation: Children learn how to use at their own 
benefit and for predictive purposes the dialogical competence they have 
developed in conversation with their caregivers about others’ reasons to act. This 
makes late social cognitive abilities not depending on the principles of embodied 
cognition. They are nonetheless compatible with it by falling within the borders 
of socially embedded cognition. 
 The present analysis acknowledges that embodied cognition indicates a 
‘unifying perspective’ for psychology (Glenberg 2010). However, it suggests that 
embodiment alone is not sufficient to account for all forms of cognitive 
competences. Whereas the investigation of earlier forms of cognitive activity 
(e.g., infants’ performance in spontaneous-response false belief tasks) requires 
pursuing research on the underlying embodied neural circuitries, expanding our 
knowledge about more advanced forms of comprehension (e.g., social under-
standing) needs to consider how social practices scaffold cognition and genuinely 
expand our cognitive competences. 
 With respect to the case of social understanding, a comprehensive explan-
ation of the capacity to attribute mental states needs an analysis of the dialogical 
and social interaction between the child and the caregiver, which allows the 
former entering the ‘community of minds’ (Nelson 2009). The present analysis 
thus raises skeptical doubts about the empirical investigation of the neural 
circuitries underlying late social cognitive abilities such as the capacity to pass 
FBT (e.g., Saxe et al. 2004). Rather, it points to the study of the mechanics beyond 
dialogical exchanges (e.g., Pickering & Garrod 2004; Ruiter et al. 2006; de Ruiter et 
al. 2010) as a more promising field to start clarifying children’s development of 
social understanding. Some research has already chosen this direction (Ferny-
hough 2008): It is my hope to have contributed to address further investigation 
along this path. 
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The recent conceptual achievement that the cortical motor system plays a 
crucial role not only in motor control but also in higher cognitive functions 
has given a new perspective also on the involvement of motor cortex in 
language perception and production. In particular, there is evidence that the 
matching mechanism based on mirror neurons can be involved in both pho-
nological recognition and retrieval of meaning, especially for action word 
categories, thus suggesting a contribution of an action–perception mecha-
nism to the automatic comprehension of semantics. Furthermore, a compari-
son of the anatomo-functional properties of the frontal motor cortex among 
different primates and their communicative modalities indicates that the 
combination of the voluntary control of the gestural communication systems 
and of the vocal apparatus has been the critical factor in the transition from 
a gestural-based communication into a predominantly speech-based system. 
Finally, considering that the monkey and human premotor-parietal motor 
system, plus the prefrontal cortex, are involved in the sequential motor org-
anization of actions and in the hierarchical combination of motor elements, 
we propose that elements of such motor organization have been exploited in 
other domains, including some aspects of the syntactic structure of language.  
 
 
Keywords: action; Broca’s area; gestures; matching mechanism; monkey	  

 
 
 
 
1. Introduction 
 
The aim of this article is to show the strong link existing between the motor 
system and language, with a particular emphasis on the relationship between the 
mirror neuron mechanism, thought to be involved in action understanding, and 
the mechanism underlying language comprehension. In order to address these 
issues, we have organized the current review as follows. First, we will describe 
the organization of the cortical motor system and how cognitive functions, and 
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more specifically, action understanding, derive from this organization. Second, 
we will review the evidence suggesting that the mirror matching mechanism can 
apply to phonological matching. Third, we will briefly describe vocal and 
gestural communication systems in non-human primates, suggesting that their 
combination at voluntary level can have played an important role in language 
evolution. Fourth, we will present the anatomical and neurophysiological 
evidence that suggests a homology between higher order monkey motor areas 
and frontal regions involved in language processing. We will conclude suggest-
ing the possible link between sequential motor behavior and syntactic structure. 
Although several issues of the debate concerning the role of the motor system in 
speech perception and language require a deeper elaboration of the different per-
spectives, we deliberately focus on the motor system and the action–perception 
mechanisms to emphasize their central contribution in different aspects of per-
ception processes occurring in language and to challenge a theoretical position in 
linguistics and cognitive sciences that considers sensory and motor information 
processes as separate domains.  
 
 
2. The Organization of the Motor System and the Emergence of Motor 

Cognitive Functions 
 
In the traditional way of conceiving brain processes, perception was considered 
the result of a higher order elaboration of sensory information, occurring in the 
posterior half of the brain. In this view, when we need to act on the external 
world, the outcome of this elaboration is fed to the anterior part of the cortex, the 
prefrontal and motor cortex, in order to plan actions and execute them. Thus, the 
posterior part of the cortex would have a main role in functions such as space 
perception and object perception, plus other cognitive functions, also considered 
as higher order elaboration of sensory functions, such as language comprehen-
sion, music, reasoning, memory, while the anterior part would simply guide our 
Behaviour. Although philosophers, psychologists, and neurophysiologists 
(Piaget 1951; Merleau-Ponty 1962; Jeannerod 1988) pointed to the motor system 
as to a fundamental tool for our knowledge of the world, for many years, this 
system was mainly considered in its executive aspects, such as, for example, 
movement parameters (Evarts 1968; Georgopoulos et al. 1982), or, at most, motor 
preparation (Weinrich et al. 1984). Interestingly, however, some researchers 
demonstrated that the motor cortex activates during motor imagery, which can 
be considered a mental function (Roland et al. 1980; Jeannerod 1994). Despite this 
evidence, the serial flow of information, i.e. from the so called associative areas of 
the temporal and parietal cortex to frontal areas, was not disputed, and also 
many computational models were organized according to this view (Poggio & 
Edelman 1990; Giese & Poggio 2003). In the last two decades the conceptu-
alization about action, perception and cognitive functions radically changed. The 
two most important new concepts that emerged are the assignment to the motor 
system of a crucial role in cognitive functions and, linked with it, the recognition 
of its strong importance in perception. These conceptual changes have been 
possible due to the neurophysiological, neuroanatomical and psychological 
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findings achieved in the last two decades. Neurophysiological experiments in the 
monkey showed that the motor cortex code the goal of motor acts and contain a 
storage of high level motor representations. Neuroanatomical studies showed 
that parietal and frontal cortices are linked by reciprocal connections (Rizzolatti 
& Luppino 2001), thus indicating that these cortical regions have both motor and 
sensory properties and that motor and perceptual aspects are strictly integrated 
and influence each other. Finally, psychophysics studies in humans strengthen 
this suggestion, showing that not only higher order sensory elaboration 
influences the parameters of motor reactions, but, most importantly, motor repre-
sentations influence perceptual processes (Craighero et al. 1999; Loula et al. 2005; 
Casile & Giese 2006). The next section will concentrate on neurophysiological 
findings. 
 Single neuron recording studies allow to correlate the neuronal activity 
with the presentation of sensory stimuli or with specific behavioural events. 
Using this technique, it has been demonstrated that neurons of premotor cortex 
(Brodmann’s area 6) activate during goal-related motor acts, such as reaching, 
pushing, grasping, manipulating, breaking, etc., rather than during simple 
movements, such as, for example, arm extension or fingers flexion. In particular, 
single neurons of ventral premotor area F5 code various levels of abstraction of 
motor acts. Some activate when a monkey executes motor acts such as grasping, 
manipulating, holding, tearing objects (Rizzolatti et al. 1988). Within the category 
of grasping neurons, some discharge when the monkey grasps food with the 
hand or the mouth, or when the same goal is achieved not only with the 
biological effector but also with a tool, after a period of motor training to use it 
(Umiltà et al. 2008). All these studies strongly demonstrate that the main role of 
the motor cortex is that of coding goals. The neurons coding these goals form, 
together, a ‘storage’ of motor representations, a kind of ‘internal motor know-
ledge’ of the individual. Coming back to the motor imagery function (see above), 
whenever an individual imagines to perform a motor act, the activation of the 
motor cortex reflects the activation of specific motor representations. Notably, for 
the occurrence of this function a previous activity of posterior, sensory or 
associative cortices, is not required. 
 Usually, our behavior occurs in response to sensory stimuli. Therefore, 
based on the above described motor organization, in order to transform a sensory 
input into a motor output, the former must be associated to the appropriate 
motor representation. This is possible through the anatomical connections 
between parietal and motor cortex. Note that this link ensures two functions: (i) 
the transformation of an external input (e.g., an object) into a motor format (e.g., 
grasping) and (ii) a sensorimotor matching mechanism, providing an automatic 
attribution of motor meaning to the sensory input addressing a specific motor 
representation. Neurophysiological studies demonstrated that this double 
function is present in several circuits (Rizzolatti & Luppino 2001). For example, a 
circuit linking an area of intraparietal cortex (anterior intraparietal area, AIP) 
with an area of ventral premotor cortex (area F5) is involved in transforming the 
physical object properties in grasping motor acts. At the same time, the visual 
response of F5 neurons to object presentation appears to derive from a 
mechanism matching the object visual characteristics with the corresponding 
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motor representations (the grip used to grasp that object). Thus, this neuronal 
visual response represents a pragmatic description of the object because the 
object is described in motor terms. Another example of a sensorimotor matching 
process that allows individuals to achieve a specific understanding of the 
external world is the mirror matching mechanism. The system based on this 
mechanism in monkeys and humans will be described in the next section. 
 In conclusion, the existence of a variety of sensorimotor matching 
mechanisms suggest that these systems have been selected in the phylogenesis 
because of their pragmatic role and their capacity to perform two functions: 
sensorimotor integration and achievement of a motor knowledge of the external 
world. 
 
2.1. Mirror Neurons in the Monkey 
 
Mirror neurons were first discovered in area F5 (see Fig.1A) of the monkey 
ventral premotor cortex (Di Pellegrino et al. 1992; Gallese et al. 1996; Ferrari et al. 
2003) and then in area PFG in the rostral part of the inferior parietal lobule 
(Gallese et al. 2002; Fogassi et al. 2005; Rozzi et al. 2008). Since the properties of 
mirror neurons of F5 and PFG are similar, we will describe them together. These 
neurons discharge when the monkey performs a hand or mouth goal-directed 
motor act (e.g., grasping, biting, tearing or manipulating an object), and when it 
observes the same, or a similar, act performed by the experimenter or by another 
monkey. They do not respond to the simple object presentation (differently from 
the neurons of the AIP-F5 circuit) and to the vision of the hand mimicking the 
motor act without the target. Notably, the motor acts effective in eliciting the 
mirror neurons response are the same as those coded by purely motor neurons, 
that is they correspond to the different goal types stored in ventral premotor and 
inferior parietal cortex. 
 The finding that mirror neurons respond visually to the presentation of a 
hand (or mouth) — object interaction strongly suggest that these neurons code 
the goal of the observed motor acts. This suggestion is corroborated by the results 
of two investigations. In the first it has been shown that mirror neurons 
discharged both when the monkey could fully observe a grasping act and when 
it could see only part of it because the hand-target interaction was hidden behind 
a screen (Umiltà et al. 2001). The access to memory of the object, combined with 
the vision of the reaching component of the act, allows the retrieval of the motor 
representation of the partially observed motor act and of its consequences. Thus, 
it has been concluded that the neuronal discharge obtained in the partially 
occluded condition codes the goal of the act, even though its target is not visible. 
 In the second study, monkey had to both observe motor acts (breaking, 
manipulating, dropping) and listen to the sound of these noisy acts, while the 
response of mirror neurons was recorded (Kohler et al. 2002) The results showed 
that a sub-category of them discharged not only during motor act observation 
but also during pure listening to the sound produced by that act (‘audio-visual 
mirror neurons’). This indicates that the content (the goal) of the motor act can be 
accessed, and therefore coded, through different sensory modalities. Although 
the response of most mirror neurons is independent of many details of the 
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observed act, such as space, type of object or hand, recently two studies have 
demonstrated that part of mirror neurons can provide also information on the 
visual details. 
 In the first study (Caggiano et al. 2009) the visual response of mirror 
neurons have been analyzed during observation of an experimenter grasping a 
piece of food within the monkey reaching space (peripersonal space), or far from 
the monkey (extrapersonal space). The study showed that half of the tested 
mirror neurons responded better in one of the two conditions, the two sub-
categories (peri- and extrapersonal neurons) being equally represented. This 
finding suggests that mirror neurons can code others’ actions within different 
spaces, possibly in relation to the possibility to socially interact with others by 
performing different types of behavioural responses.  
 In a second study (Caggiano et al. 2011), the responses of F5 mirror neurons 
were investigated during observation of movies showing grasping motor acts 
seen from different perspectives (frontal, lateral, egocentric). The first interesting 
result of this study was that mirror neurons respond also to acts presented in 
movies, although the same motor acts, presented naturalistically, evoked a 
higher visual response. The second result was that while one quarter of the 
recorded mirror neurons responded to the visual presentation of motor acts in 
movies, independent of the visual perspective from which they were presented, 
the other three-quarters of neurons were tuned to specific visual perspectives. 
 Altogether, the two studies indicate that there are mirror neurons whose 
function is only that of encoding the goal of a motor act, while others, beyond 
this property, can also contribute to provide the observer with the details of the 
observed act, probably through feedback connections between motor cortex and 
posterior, higher order, visual areas. This mechanism, which is supported by the 
presence of reciprocal connections between anterior and posterior cortical areas, 
would explain a way in which motor representations and the corresponding 
sensory representations mutually interact. 
 The encoding property of a neuron can be read only from its output, i.e. 
from its discharge. A neuron has only a single output, meaning that it produces 
only one code. Since, however, its output depends on the integration of several 
inputs, it is important to know which of these inputs can drive a certain output 
and which cannot. In the case of mirror neurons, this input-output comparison 
becomes an analysis of the congruence between the observed and the executed 
motor act. This analysis leads to conclude that ninety percent of mirror neurons 
are congruent in terms of goal (Gallese et al. 1996; Rozzi et al. 2008). However, this 
congruence may be strict or broad. In ‘strictly congruent’ mirror neurons the 
observed and executed motor acts correspond both in the goal and the details of 
the act. In ‘broadly congruent’ mirror neurons there is also congruence of the 
goal but, for example, the range of observed motor acts effective in eliciting the 
visual response can be broader with respect to that of motor acts effective during 
execution. The congruence property of mirror neurons is very important for 
several reasons. The first is that the congruence manifests the occurrence of an 
efficient matching mechanism, which is the basis for understanding others’ 
actions. In other words, the observation of a specific motor act performed by 
another individual elicits the activation of the corresponding motor represen-
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tation in the motor system of the observer, as if he was executing the same act. 
Note that, during observation, an inhibitory mechanism must come into play, 
blocking the automatic execution of the observed act (see Kraskov et al. 2009). 
Second, a strict congruence can be very important if these neurons must be used 
in imitative processes (see below). Third, a broad congruence can be very helpful 
for the generalization of the meaning of the observed motor act. This aspect was 
confirmed by two studies showing that some mirror neurons can begin to 
respond also during observation of motor acts performed with tools, provided a 
long visual exposure to these acts (Ferrari et al. 2005) or after training to use these 
tools (Umiltà et al. 2008). Fourth, observation/execution matching can be very 
useful during social learning processes such as those occurring during language 
development. 
 Which is the source of visual information that contributes to the formation 
of the mirror matching mechanism? It is known that in the anterior part of the 
monkey superior temporal sulcus (STSa) there are neurons that fire during 
observation of biological movements, among which also hand motor acts (Perrett 
et al. 1989). These high order visual neurons are considered the source of visual 
input for parietal mirror neurons and, as a consequence, for ventral premotor 
mirror neurons. Note that both STSa and PFG, on one side, and PFG and F5, on 
the other, are reciprocally connected (Rozzi et al. 2006; Bonini et al. 2010), while 
there is no direct connection between STSa and F5. Thus, it is not known where is 
the first place where matching may occur. 
 
2.2. The Mirror System in Humans 
 
After the discovery of mirror neurons in the monkey, the presence of a mirror 
system (MS) in humans has been demonstrated with electrophysiological and 
neuroimaging techniques. For example, the transcranial magnetic stimulation 
(TMS) technique, that allows either to excite or to inactivate limited cortical 
regions, enabled several researchers to demonstrate the existence of a mirror 
matching system at the level of the motor cortex. In fact, if a TMS pulse at 
threshold intensity is given to the motor cortex of subjects observing motor acts 
performed by another individual, it is possible to enhance the electromyographic 
activation of the same muscles that would be active if the subjects themselves 
would perform the observed motor act (Fadiga et al. 1995, Gangitano et al. 2004). 
This enhancement is justified only if the stimulated region is pre-activated by 
observation. 
 While TMS provided indication of the occurrence of a matching 
mechanism, positron emission tomography (PET) and functional magnetic 
resonance imaging (fMRI) techniques allowed to identify the anatomical location 
of areas active during observation of motor acts. Since up to now several brain 
imaging studies have been carried out on this topic, we will limit to sum up all 
these results. The main areas activated during observation are: A region around 
the superior temporal sulcus (STS), one in the supramarginal gyrus (part of the 
inferior parietal lobule, IPL), and a third in the ventral premotor cortex plus the 
posterior sector of the inferior frontal gyrus (IFG), namely areas area 44 and 45 
that, in the left hemisphere, correspond to Broca’s area (the ‘speech’ area) (see for 
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review Rizzolatti & Sinigaglia 2009; Caspers et al. 2010). In many of these studies 
it has been underlined that the areas activated in IFG and IPL correspond 
anatomically to the areas where mirror neurons have been found in monkeys (F5 
and PFG, respectively). In addition, the STS region corresponds to the monkey 
area described by Perrett et al. (1989), which is active only during observation of a 
motor act, but not during its execution. Among activated areas can also be 
included the anterior intraparietal area (AIP) — corresponding to the monkey 
area having approximately the same location — that is mainly activated by 
observation of hand motor acts (Shmuelof & Zohari 2008), and, in some studies, 
regions of the dorsal premotor cortex and superior parietal lobule, that can 
become active during observation of reaching motor acts (Filimon et al. 2007). 
 Finally, electroencephalographic (EEG) and magnetoencephalographic 
(MEG) studies were very useful not only to confirm the activation of the frontal 
cortex during action observation (Cochin et al. 1999; Nishitani & Hari 2000), but 
also to show the time course of activation. In fact, it has been shown that, after 
activation of the occipital lobe, the activation of IFG precedes that of precentral 
cortex. 
 In monkeys, MNs respond exclusively or stronger to goal-directed acts 
than to intransitive movements, the only exception being communicative MNs 
(see below). Differently from monkey studies, in humans also the observation of 
meaningless movements can elicit an activation of areas belonging to the motor 
system. For example, TMS studies showed that observation of meaningless 
movements determine a resonance in the motor cortex (Fadiga et al. 1995). Some 
neuroimaging studies showed that observation of meaningless movements 
activate a dorsal premotor-parietal circuit (Grèzes et al. 1998), others show that 
observation of mimed motor acts activate the same premotor, IFG and parietal 
regions activated by the goal-directed ones (Grèzes et al. 1998; Buccino et al. 2001). 
Interestingly, observation of symbolic gestures appear to activate both ventral 
premotor and inferior parietal cortex, but this latter activation involves more 
posterior sectors than those activated by observation of goal-directed motor acts 
(Lui et al. 2008). Thus, observation of non goal-directed movements may activate 
areas belonging to the MS, and these areas may be different depending on 
whether the observed movements are meaningful or meaningless. 
 Interestingly, it has been claimed that intransitive gestures (pantomimes) 
play a very important role in language evolution, because they facilitated the 
transition from object-related actions to intentional movements to “protosign, a 
manual-based communication system that broke through the fixed repertoire of 
primate vocalizations to yield an open repertoire of communicative gestures” 
(Arbib 2005: 107).  
 
2.3. The Involvement of the Mirror System in Imitation 
 
A very interesting issue, strictly related to the properties of mirror neurons and 
very important for human learning and evolution of language, is that of 
imitation. In adult monkeys there are no clear reports of this behavior, in parti-
cular of imitation learning (Visalberghi & Fragaszy 2002). Thus, in these species, 
the mirror neuron system, besides providing individuals with the capacity of 
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understanding actions, can be perhaps exploited for imitative processes such as 
neonatal imitation and action facilitation (Ferrari et al. 2009, 2012). In humans, 
however, the imitative function, and specifically imitation learning, is very well 
developed and is critical particularly during language acquisition in children. 
Many brain imaging studies carried out in the last decade, showed that the 
parieto-premotor mirror system is activated when subjects are required to 
observe and imitate simple finger movements, goal-related motor acts and 
complex action sequences (Buccino et al. 2004; see for review Iacoboni 2009). 
Thus, observation and imitation share the same neural circuits. In fact, during 
imitation learning, a crucial step is represented by the recognition of the motor 
acts belonging to the action to be imitated. This step is very likely accomplished 
by mirror neurons. A second step concerns the internal reconstruction of the 
sequence of motor acts to be reproduced. Is this a property of mirror neurons or 
is performed by other cortical regions? An fMRI experiment in which subjects 
were required to observe novel guitar chords performed by an expert player and 
then to imitate them (Buccino et al. 2004), show, beyond that of the parieto-frontal 
mirror neuron system, a strong activation of the middle frontal cortex (area 46) 
during the phase interleaved between observation and imitation. In this phase 
the subject has to decompose the action into its basic motor elements and then 
subsequently recombining them into a new action matching the observed one. 
This is probably the role of prefrontal cortex, known to be crucial in action 
planning, attention and working memory. 
 
 
3. Matching Sounds with Actions 
 
The acoustic signal generated by a biological event is the result of a motor act. 
This motor act corresponds to a specific motor representation stored in the 
cortical motor system. When this signal, either a phoneme, a word or a sentence, 
is listened by another individual, a series of neuronal processes are taking place 
in the brain, starting from the auditory pathway but not ending into the primary 
auditory cortex and higher order acoustic areas. In fact, many neurophysiological 
investigations clearly show that part of this information reaches premotor cortex 
and connects with a specific motor representation (for a review, see Pulvermüller 
& Fadiga 2010). The activation of this motor representation, in turn, is crucial for 
the production of the same acoustic signal.  
 The described process can be considered similar to that occurring in a 
linguistic interaction between a sender and a receiver. Although the linguistic 
signal has a specific pattern and characteristics that distinguish it from an action 
sound or a physical sound, nevertheless also in this domain the matching 
mechanism can operate similarly to that occurring during listening to an action 
sound. As a matching mechanism allows the understanding of an action 
meaning, the same mechanism allows the understanding of a phoneme. Thus, a 
syllable is not understood simply because of the perception of its acoustic 
features, but because these features retrieve an invariant motor representation. 
Interestingly, during the first year of life, infants demonstrate an increased 
sensitivity to phonological properties and during the babbling phase it is likely 
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that the articulation of sounds and the first produced phonemes play an 
important part not only in sensorimotor association but also in strengthening and 
mapping neuroanatomical connections between acoustic areas and cortical motor 
representations involved in sounds production (Pulvermüller & Fadiga 2010). 
 This proposal of a ‘pragmatic’ and embodied understanding of spoken 
words resembles very much the motor theory of speech perception (Liberman & 
Mattingly 1985), postulating that “the objects of speech perception are the intend-
ed phonetic gestures of the speaker, represented in the brain as invariant motor 
commands” (p. 2). From these considerations two important implications follow: 
(i) Speech (and maybe language) understanding can be rooted on a motor 
ground and (ii) the mechanism matching the auditory and motor representation 
of an utterance can subserve both phonological matching and the retrieval of the 
associated meaning. This would constitute a motor-based mechanism for auto-
matic comprehension of semantics. 
 A series of behavioral and neuroscientific studies support these two claims. 
One of the first demonstrations of a phonological motor-based matching system 
is that of Fadiga et al. (2002), who recorded motor evoked potentials (MEPs) from 
the tongue muscles by stimulating with TMS the left motor cortex of normal 
volunteers instructed to listen to acoustically presented words and pseudo-
words, containing either a double ‘f’ or a double ‘r’, that require a different 
tongue muscles involvement to be pronounced (stronger during words contain-
ing double ‘r’). The TMS pulse was given at the time in which the double conso-
nant was produced by the speaker. The results showed that listening to words 
and pseudo-words containing the double ‘r’ determined a significant increase of 
the amplitude of MEPs recorded from the tongue muscles with respect to listen-
ing to words and pseudo-words containing the double ‘f’ and bitonal sounds. 
Furthermore, the tongue muscle activation during word listening was higher 
than that during listening to pseudo-words. These data strongly suggest that 
phonology and perhaps, partly, semantics, are processed within the motor sys-
tem. In a related TMS experiments, Watkins et al. (2003) stimulated the face 
motor field of subjects listening to speech or viewing speech-related lip move-
ments, as compared to listening to non-verbal sounds and viewing eyes and 
brow movements. The results show that, compared to control conditions, listen-
ing to and viewing speech enhanced the size of MEPs. 
 In a more recent experiment (D’Ausilio et al. 2009) TMS pulses were given 
to the lip and tongue cortical motor fields while subjects listened to phonemes 
produced with the lips (b and p) and the tongue (d and t) and performed a 
phoneme discrimination task. The TMS pulses were applied just before stimulus 
presentation to selectively prime the cortical activity specifically in the lip or 
tongue representations, with the hypothesis to obtain a bias in perception. 
Results showed that indeed the stimulation of a given motor representation led 
to a better performance in recognizing speech sounds produced with the 
concordant effector compared with discordant sounds produced with a different 
effector. 
 These and other studies clearly support the view that the motor system 
contributes to the identification and discrimination of speech sounds. However, 
the investigations reviewed so far have described the involvement of the motor 
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system at the phonological level. Is there any evidence that during listening to a 
word the premotor and primary motor cortex are involved, thus contributing to 
the comprehension of the meaning? 
 There is some evidence suggesting that the meaning of a word can be 
indeed processed in these areas. Functional MRI studies demonstrated that pure 
listening to action verbs or action-related sentences produces an effector specific, 
somatotopic, activation of the motor cortex (Hauk et al. 2004; Tettamanti et al. 
2005), similar to that found by Buccino et al. (2001) during observation of motor 
acts performed with the mouth, the hand or the foot. In all these cases, as in the 
above reported TMS studies, listening to action-related verbal material produced 
an enhancement of motor cortical activation. On the contrary, Buccino et al. 
(2005), using TMS, found a suppression of motor activity while stimulating either 
the hand or the foot/leg motor area of the left hemisphere, while participants 
were listening to sentences expressing hand and foot actions. They found a 
decrease of MEPs amplitude when the stimulated field corresponded to the 
effector involved in the listened action. A complementary reaction time study, in 
which subjects had to respond with the hand or the foot to the same sentences, 
confirmed this suppression effect. If, on one side, these data demonstrate an 
effector specific modulation of the motor system during listening to action-
related material, on the other side, this modulation is consistent with an 
inhibition effect. Following one of the authors’ interpretations, it is plausible that 
the motor representation elicited by listening to the sentence interfered with the 
motor program activated in order to respond with the required same effector. 
 Interestingly, although it has been suggested that the activation of the 
inferior frontal areas during action-verb listening is not related to a process of 
meaning comprehension (Hickok 2009), other studies contradict this view. In fact 
patients with motor neuron disease or lesions in the left inferior frontal cortex 
have deficits in action-verb understanding and in semantic understanding of 
pictures depicting actions (Bak et al. 2001, 2006). 
 It must be noted however, that several words are not related to verbs and 
describe, for example, categories of objects or abstract concepts that are unrelated 
to actions. In these cases, brain imaging studies have shown activations in areas 
of the temporal lobe, thus suggesting that the motor links in the semantic proces-
sing is limited to words related to actions (see Pulvermüller & Fadiga 2010). 
 Altogether, these and other findings support the idea of a strong embodi-
ment of speech during acoustic processing, both at phonological and semantic 
level. However, other theoretical approaches contrast with this view (see, for 
example, Hickok 2009; Lotto et al. 2009). Their arguments are against a main role 
of the motor system in general and of the mirror system in particular, in speech 
perception. They report, for example, that infants could discriminate speech 
sounds that they could not yet produce (Eimas et al. 1971). Furthermore, Broca’s 
aphasia does not seem to prevent normal receptive speech ability (Damasio 1992; 
Goodglass 1993). Furthermore, there are data of double dissociation in Broca’s 
aphasics showing that there are patients impaired in syllables discrimination but 
as good as normal in word comprehension and other patients that, although 
impaired in speech discrimination, can be good in repeating heard speech (see 
Hickok & Poeppel 2007 and Lotto et al. 2009 for review). Note, however, that 
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other studies aimed at investigating how deep were the impairments in speech 
comprehension in these patients, found that some deficits were evident 
especially in single-word comprehension (Utman et al. 2001; Yee et al. 2008; see 
Pulvermüller & Fadiga 2010). 
 About the role of the motor system in the comprehension of semantics, the 
critics of the ‘motor’ approach, although recognizing that its involvement has 
been shown by several works, maintain that, instead of being central to language 
understanding, it could play a post-recognition epiphenomenal role (see Hickok 
2009). 
 Altogether, these data suggest that the proposal concerning the 
involvement of the motor system in speech perception warrants more attention 
concerning how central is its role and clearly this requires further investigations 
to better understand the underlying neural mechanisms. 
 
 
4. Vocal and Gestural Communication 
 
It is broadly accepted that several aspects of human language rely on basic 
elements that are shared with other animals. However, it is still a matter of 
debate which feature belongs exclusively to language (Hauser et al. 2002). Vocal 
communication in nonhuman primates has been often compared to human 
language in an effort to understand possible commonalities and the basic 
components from which human language might have emerged (Ghazanfar & 
Hauser 1999; Seyfarth & Cheney 2010). Undoubtedly, monkeys can emit utter-
ances in different contexts to signal urgent events such as the presence of preda-
tors or food, or to threat a conspecific during a dispute. The seminal study by 
Cheney & Seyfarth (1982) showed that vervet monkeys are capable of referential 
communication, providing information through alarm calls to conspecifics about 
the different types of predators approaching. Recipients seem to understand the 
different meaning of the call or, as demonstrated in other studies, are able to take 
into account the possible causes of the alarm calls (Zuberbühler 2000). 
 The signs of flexibility in the vocalization systems of many nonhuman 
primate species is supported by their capacity to modify their utterances based 
on their assessment of the possible consequence they produce on other 
individuals. This phenomenon, named the audience effect, demonstrates the 
capacity of monkeys and apes to modify their vocalizations depending on the 
social context (Caine et al. 1995; Tomasello & Zuberbühler 2002). More recently, it 
has been demonstrated that wild chimpanzees emit alarm calls with low or high 
frequency based on the state of knowledge of the group member about a danger 
(Crockford et al. 2012). These data suggest that in some nonhuman primates it 
has been developed a capacity to control vocalization to inform group members 
depending on the information available to them about environmental dangers. 
 In terms of learning, nonhuman primates vocalization shows a certain 
degree of flexibility. For example some species display population-specific vocal 
signals and in the course of ontogeny there are modifications in the structure of 
their vocalization and in their capacity to use it in the appropriate context 
(Tomasello & Zuberbühler 2002; Egnor & Hauser 2006). However, cross-fostering 
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studies demonstrate that the capacity to learn new vocalizations is very limited 
(Owren et al. 1993). Furthermore, this limitation has also been supported by 
several experimental studies showing that monkeys and apes cannot learn 
completely new vocal patterns (see Yamaguchi & Izumi 2008). This is illustrated, 
for example, by the failure in teaching human spoken language to apes, even 
though some of the basic cognitive components that are found in language (e.g., 
use of signs or symbols for communication) are present, as it has been clearly 
demonstrated by the old experiments involving symbolic communication 
teaching by means of keyboards (Gardner & Gardner 1969; Patterson 1978; 
Savage-Rumbaugh et al. 1986). 
 One of the main reasons of the limited flexibility in the vocal patterns may 
stem from a limited capacity in voluntarily controlling the vocal apparatus. 
Although behavioral studies have demonstrated that macaque monkeys can 
achieve a significant level of voluntary vocal control when submitted to operant 
conditioning tasks (Sutton et al. 1973; Aitken &Wilson 1979; Hihara et al. 2003; 
Yamaguchi & Izumi 2008), the success rate of vocal training studies remains vari-
able (Yamaguchi & Myers 1972; Pierce 1985). In a recent experiment we demon-
strated that when macaques are subjected to an intensive training aimed at 
emitting coo calls, they are capable to reach a significant level of success (Coudè 
et al. 2011) However, it also emerged that often the monkeys were able to modify 
correctly the mouth configuration but showed difficulties in sound emission, 
thus suggesting that in macaque monkeys there is only a partial voluntary con-
trol and coordination of the mouth together with the larynx muscles.  
 
4.1. Gestures in Monkeys and Apes 
 
In one of our previous review we proposed the terms gesture to describe both 
goal-related actions (e.g., grasping an object with the hand) and communicative 
oro-facial and brachio-manual movements devoid of an explicit target (Fogassi & 
Ferrari 2007). Some scholars make different distinctions about what is gesture, 
emphasizing the motor ineffectiveness, the persistence and the role of gaze etc. 
(Call & Tomasello 2007). We are not going to cover all the theoretical accounts 
that define a gesture but instead we would like to make an attempt in 
understanding the possible link at the neurological level between the control of a 
movement directed to a target (i.e. a motor act) and the intentional movement 
that is directed toward another individual which has a communicative meaning. 
There are several converging evidence from neuroscience, ethology, and devel-
opmental psychology that many of the gestures displayed by nonhuman 
primates began their existence as actions devoid of a communicative function, 
but over time they became co-opted and transformed into communicative 
devices that accomplished similar functions (Fogassi & Ferrari 2007; Liebal & Call 
2012). Probably, only at a later stage in primate and hominin evolution the 
vocalization system has been integrated in such gestural system, and in our 
species we can testify the presence of such ancestral linkage (Corballis 2003). 
 It’s outside the scope of our review to provide a full account of gestural 
communication in nonhuman primates as it has been already extensively covered 
elsewhere (Liebal et al. 2004; Liebal & Call 2012). However, what is relevant for 
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the current work is to describe some aspects of this type of communication in 
relation to neurological mechanisms and language evolution. Gestures can 
involve the oro-facial and/or the brachio-manual system in conjunction with 
body postures. Although some of the facial gestures are elicited by less urgent 
contingent situation, they often involve face-to-face exchanges, involuntary acts 
and autonomic responses. Some of these gestures have been extensively studied 
by comparative investigations that could reconstruct, with reliable approxi-
mation, their possible relatedness and origin among the different species (van 
Hooff 1962, 1967). Some of these, we believe, might be particularly relevant for 
the current topic. For example, lipsmacking has been described in several Old 
World primate species. It is characterized by regular cycles of vertical jaw move-
ment, often involving a parting of the lips, but sometimes occurring with closed, 
puckered lips and sometimes alternated with tongue protrusions. Importantly, as 
a communication signal, the lipsmack is always directed at another individual to 
signal affiliative and benevolent intentions and it is displayed during face-to-face 
interactions in which both individuals might lipsmack at each other (Maestripieri 
1996; Ferrari et al. 2009; Morrill et al. 2012). Interestingly, this behavior is one of 
the first to emerge in the course of ontogeny and undergoes into changes both in 
the pattern and in the frequency with which it is emitted (Ferrari et al. 2009). We 
have recently found that in rhesus macaques, infants produce lipsmacking at a 
slower frequency than adults and that these cyclic movements become faster and 
less variable with age (Morrill et al. 2012). We also found that other cyclic 
movements like chewing do not follow similar developmental patterns. We 
proposed that the development of lipsmacking follows a trajectory that resembles 
that of babbling in humans. 
 From an evolutionary perspective it has been proposed that some commu-
nicative gestures such as lips-smacking and pucker face very likely evolved from 
movements aimed to remove and eat particles, such as skin parasites, from the 
fur of group mates during grooming sessions. This suggestion is corroborated by 
the observation that the beginning of a grooming session can be preceded or 
accompanied by a lips-smacking action without ingestion (see Van Hooff 1962, 
1967; Maestripieri 1996). Through a process of ritualization, an ingestive action 
could have lost its behavioral meaning related to feeding and achieved an 
affiliative meaning. Together, these evolutionary and ontogenetic accounts seem 
to be in agreement with the proposal by MacNeilage (1998) that the rhythmic 
cyclic mandibular open-close alternation produced during infant babbling might 
have evolved from rhythmic mouth movement of our ancestral primates. 
 Concerning brachio-manual gestural communication, apes use them in a 
richer and more elaborated way than monkeys (Call & Tomasello 2007). In the 
last few years there has been an increasing body of research, in part stimulated 
by the idea that brachio-manual gestures have probably played a role in 
language evolution (Liebal & Call 2012). Apes, for example, are capable to use 
several types of gestures, often in combination, to request for food (Leavens et al. 
2004, 2005; Gomez 2007). In captivity, chimpanzees and also some monkeys point 
to request food or objects and, in the case of chimpanzees, they are sensitive to 
the attentional state of the human experimenter when they point. Although they 
do not gesture to share information or to inform others, it has been pointed out 
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that they might use brachio-manual gestures in many flexible ways. Under 
human rearing conditions some apes have been reported to use declarative 
gestures, thus showing the potential to expand their cognitive and contextual use 
of the communicative gestures (Lyn et al. 2011). 
 Another important aspect of gestural communication is the possibility to 
perform sequences and to combine them with other communicative signals such 
as face gestures and vocalization. The issue of sequencing has been investigated 
in a few studies on apes (Liebal et al. 2004; Pollick & de Waal 2007). Chimpanzees 
can use hands gesture sequences producing signals in one or more modalities 
(visual, auditory, or tactile) (Liebal et al. 2004). Although the sequences could 
involve the repetition of the same gesture, it has been noted that several were 
composed by three or more different gestures. Most of them were used in a play 
context but other sequences were often used in more diverse situations. 
Sometimes the use of the sequence was the result of the failure to gather the 
recipient attention (Liebal et al. 2004). Other studies demonstrate that chimpan-
zees can often display attention-gather hand gestures in combination with sound 
production (Leavens et al. 2004). More recently, the use of these combinations has 
been extensively studied in chimpanzees and bonobos (Pollick & de Waal 2007). 
The results showed that brachio-manual gestures were more flexible across con-
texts than the facial/vocal communicative ones. The former appear to be less tied 
to incipient events that may induce high emotional responses than facial gestures 
and vocalization. These authors conclude that very likely the flexibility of brachio-
manual gestures might have played a central role as a prerequisite model for 
language evolution. This would be also supported by other data showing that 
apes can imitate brachio-manual gestures and by the report of population-speci-
ficity of some of these gestures. However, one of the limitations in these studies 
is that they have been carried out on animals living in captivity where both the 
exposure to humans and the weak ecological value in displaying the full-range of 
communicative behaviors could limit our knowledge on the natural com-
binatorial use of different gestures and vocalization in the perspective of lang-
uage evolution. 
 
 
5. Anatomo-Functional Homologies between Monkey Premotor Cortex and 

Human Broca’s Area 
 
The relation between the mirror neuron system and language is corroborated by 
comparative data. We will briefly summarize the main evidence of such 
homology. First, cytoarchitectonic data suggest that dysgranular area 44 (the pos-
terior part of Broca’s area) and monkey area F5 share similar features (Petrides & 
Pandya 1994; Rizzolatti & Arbib 1998) (see Fig. 1 below). Although some authors 
have emphasized the anatomical characteristics of monkey area 44 (located, 
according to Petrides et al. (2005), in the fundus of the inferior limb of arcuate 
sulcus) as a possible precursor of human 44, neurophysiological recordings pro-
vided evidence that the whole rostral part of ventral premotor cortex in monkeys 
has typical features (see below) that are shared with those recently described for 
Broca’s area. 
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 Second, area F5 contains motor neurons related to the execution of both 
hand and/or mouth actions. Similarly, brain imaging experiments in humans 
demonstrated that Broca’s area, traditionally considered as a ‘speech’ area, is also 
involved in hand movement tasks such as complex finger movements, mental 
imagery of grasping actions, and hand imitation tasks (see Rizzolatti et al. 2009). 
 Third, a recent neurophysiological study showed that in the lateral part of 
area F5 there are neurons specifically activated during conditioned vocalization 
(Coudé et al. 2011, see below), suggesting its possible role in the evolution of 
voluntary controlled phonation. These findings are relatively surprising because 
it is known that ventral premotor cortex contains a representation of the larynx 
(Hast et al. 1974; Simonyan & Jurgens 2003). 
 Fourth, both areas are considered to be the rostral pole of the mirror 
neuron system. In fact, the evidence reviewed above demonstrates that Broca’s 
area, as F5 mirror neurons, is activated when subjects observe goal-related hand 
and mouth motor acts done by another individual (see Rizzolatti et al. 2009). 
Furthermore, in accord with the presence of F5 mirror neurons responding to the 
sound of motor acts (Kohler et al. 2002), also the human left motor cortex is 
activated when subjects listen to sounds associated with motor acts (Aziz-Zadeh 
et al. 2004; Gazzola et al. 2006; Ricciardi et al. 2009). 
 Fifth, in agreement with the presence of oro-facial communicative mirror 
neurons in F5, Broca’s area activates when subjects observe silent speech 
(Buccino et al. 2004b). 
 Summing up, in monkey premotor cortex there are several features that can 
pre-adapt this cortical sector for the evolution of a sophisticated communicative 
system. The core of these features consists in encoding the production and 
perception of both oro-facial and forelimb gestures in the same cortical area. This 
double control, once integrated with that of vocalization, would have constituted 
the basis for a communicative system with an increased complexity and effici-
ency, and a higher level of flexibility in transferring information to conspecifics. 
 
5.1. Toward the Integration of Vocalization with Gestures 
 
Nonhuman primate vocal behavior was traditionally assumed to be predomi-
nantly emotional (Seyfart & Cheney 1997; Fitch 2000; Premack 2004) and mainly 
consisting of involuntary or reflexive responses. However, several investigations 
partly contrast this view showing that monkeys can achieve a significant level of 
voluntary vocal control when submitted to operant conditioning tasks (Sutton et 
al. 1973; Aitken & Wilson 1979; Hihara et al. 2003). 
 From a neurophysiological perspective vocal production in nonhuman pri-
mates is considered to be controlled by the brainstem and by mesial cortical areas 
which, besides other functions, are also involved in emotional behavior (West & 
Larson 1995; Izumi et al. 2001; Jurgens 2002). We have recently challenged this 
view with a study (Coudé et al. 2011) in which we recorded from ventral 
premotor cortex of macaques trained to control simple calls (i.e. coo-calls). The 
results showed that the rostro-lateral part of PMv (mostly area F5) contains 
neurons that fire during conditioned but not during spontaneous vocalization. 
Interestingly, in the majority of these neurons the discharge begun before sound 
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onset, thus suggesting their causal relation with vocal production. Furthermore, 
these neurons have been found intermingled with other neurons controlling 
mouth and hand motor acts, and with mirror neurons. The link of these neurons 
with the motor control of vocalization has been also supported by the electrical 
microstimulation of this sector, which in some cases elicited larynx contraction. 
 Interestingly, although it is known that acoustic input related to motor acts 
reaches area F5, we did not find neurons that, beyond their responses during 
vocalization, responded also during listening to the same or a similar call. This 
could be due to the fact that while in monkeys during face-to-face gestural com-
munication there is a frequent exposure to oro-facial gestures of their conspecifics 
with reciprocal exchanges, the same was not true, in this study, for vocal calls. In 
other words, these monkeys had a feedback from their own voluntary controlled 
call production, but they were never exposed, except during specific testing, to 
voluntary calls produced by others and to their associated facial expressions. 
Another possible explanation for the absence of mirror neurons for vocal calls is 
that they exist only for emotional vocalizations, in other brain areas. On the other 
hand, other studies clearly showed that in the superior temporal and prefrontal 
cortices of the macaque there are neurons coding listened species-specific 
vocalizations (Rauschecker et al. 1995; Ghazanfar et al. 2005; Romanski et al. 2005), 
apparently in absence of vocal production-related discharge. Although these 
perceptual responses could be simply the result of a high order sensory 
elaboration, it is also possible that in monkeys the acoustic input reaching frontal 
areas is not coupled yet with the motor representation of vocalizations, at 
difference with what occurs in other species, such as humans and songbirds 
(Pulvermüller et al. 2006; Prather et al. 2008). 
 These findings suggest that in monkey may exist, in the lateral part of the 
cortex, a primitive system for the voluntary control of phonation, anatomically 
embedded in that controlling hand and mouth goal-directed motor acts. Thus, it 
is plausible to propose that in a further evolutionary step, these two systems 
could have been integrated. This is, indeed, what has been found, at a behavioral 
level, in chimpanzees, in which communicative brachio-manual gestures are 
often accompanied by vocalization (see previous section). At the neurological 
level, the investigations on chimpanzees or other apes is by far more complex. 
However, in the last decades structural and functional neuroimaging studies in 
apes have provided relevant information concerning the neural control of 
vocalization and communicative gestures in relation to the possible homology 
with Broca’s area. First, it has been shown that in apes there is an asymmetry of 
the inferior frontal gyrus (Cantalupo et al. 2001, 2009; Keller et al. 2009) even 
though it remains to be clarified whether this effect is due to the contribution of 
gray and/or white matter (see Schenker et al. 2010). Second, it has been shown in 
chimpanzees that right-lateralized skillful hand behaviors correlate with left 
asymmetry of the hand field of precentral gyrus (Hopkins et al. 2010). Third, a 
PET study in chimpanzees demonstrated the activation of the homolog of Broca’s 
area during the production of communicative vocal and hand gestures (Taglia-
latela et al. 2008). This latter finding is important, because it suggests that, with 
respect to monkeys, the lateral frontal cortex (area 44 and 45) of chimpanzees 
(Fig. 1) can control brachio-manual communicative gestures, possibly in conjunc-
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tion with vocal production, and that this function is lateralized. Fourth, although 
indirectly related to communication, a recent PET study reported that a parieto-
frontal system is activated in chimpanzees during execution (performed without 
seeing its own hand) and observation of grasping actions (Hecht et al. 2011), 
giving support to the evolutionary continuity between monkey and human 
mirror system. Whether the chimpanzee’s mirror system is involved in 
communication still needs to be investigated. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1:  Location (in red color) of area F5 in the macaque monkey (A) and the proposed 
homologue areas in chimpanzee (B) and man (C). In the chimpanzee brain area 44 has been 
reconstructed based on the anatomical description of the sulci and contours made by several 
authors (Bailey et al. 1950; Keller et al. 2009; Schenker et al. 2010; Keller et al. 2011). Area 44 in 
the human brain has been defined according to Brodmann (1909). CS: central sulcus; ias: inferior 
arcuate sulsus; FOS: fronto-orbicular sulcus; IFS: inferior frontal sulcus; IPCS: inferior precentral 
sulcus; L: lateral sulcus; PCS: precentral sulcus. 
 
5.2. Hypothetical Transitions from Gestures to Language 
  
The achieved integration, at the apes phylogenetic level, between communicative 
brachio-manual gestures and vocalization, very likely has been preserved in the 
next evolutionary steps, even in the presence of a clear predominance of the pho-
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natory system. Although it is speculative to mark when the phonatory system 
reached an autonomous function, in modern humans, the tight observed con-
nection between spoken language and gestures (McNeill 1992; Goldin-Meadow 
1999) seems to testify an old common origin. This link is not just an evolutionary 
relic without a meaningful function, but enables individuals to possess an en-
riched multimodal communicative system. Although in some situations only 
vocal communication can be used, it is also true that under specific acoustic 
impairment conditions (i.e. in deaf people), gestures can assume the main role in 
communication (Capirci & Volterra 2008). A support to this role is given also by 
brain imaging studies showing an activation of the inferior frontal cortex in deaf 
people during production of meaningful signs (Petitto et al. 2000). 
 Interestingly, a wealth of work by Gentilucci and colleagues provided 
strong evidence for a reciprocal influence between hand actions/gestures and 
verbal production (Gentilucci & Corballis 2006). For example, they demonstrated 
that execution or observation of two different types of grasping (precision grip or 
whole hand prehension) while subjects were pronouncing syllables affected both 
lips kinematics and voice formants (Gentilucci et al. 2004). In another study they 
showed that in the contemporaneous production or observation of a hand 
symbolic gesture and a word, the kinematic parameters of the former were inhi-
bited by the latter, while voice spectra were enhanced by the gesture (Bernardis 
& Gentilucci 2006). From the findings of this latter study they conclude that 
spoken word and symbolic gesture can be coded as a single signal by a unique 
communication system and that this signal may represent the intention to engage 
a closer interaction with a hypothetical interlocutor. 
 Summing up, there is much evidence that language and gestures share a 
common motor code, thus supporting several theories proposing that at cortical 
level some of the properties and organization of the motor system have been 
exploited within the vocal domain (Rizzolatti & Arbib 1998; Arbib 2005; Fogassi 
& Ferrari 2007). In line with this, several brain imaging studies show a great 
degree of overlap of these two systems, in particular in the frontal lobe. The spa-
tial resolution limitation of these techniques does not allow, at present, to assess 
whether these two functions activate different anatomical subsectors within the 
frontal lobe. Even neurologically it is well known that higher order praxic and 
linguistic deficits can appear associated, but this is not consistent among patients, 
thus suggesting a partial independence of the two functions (De Renzi 1989). 
 Once a primitive communicative system based on an association between 
gestures and vocalization took place, a further step in both the motor and sensory 
development of this system probably occurred through the acquisition of a more 
sophisticated phonatory mechanism, which allowed the association of a gesture 
with a specific sound. At this stage of language evolution the possibility of 
creating a theoretically infinite set of combinations rendered the phonatory 
system alone more efficient than the previous vocal-gestural system. This stage 
was crucial for the development of a speech-based communicative system. 
 
5.3. Action Sequences and Syntax 
 
The idea of a possible similarity between the organization of actions and 



L. Fogassi & P. F. Ferrari 
 

 

326 

syntactic structure is worth to investigate, in particular under the evolutionary 
perspective discussed in the previous sections. According to some linguists, 
syntax function can be defined as a regulator of language (Pinker & Jackendoff 
2005). One of the mechanisms belonging to this function is that of combining 
elements, i.e. words, hierarchically, into meaningful phrases. Similarly to 
syntactic structure, as shown by classical behavioral and psychophysical studies 
(Jeannerod 1988; Bernstein 1996; Rosenbaum et al. 2007), the ‘action’ is considered 
as the top level of the motor organization, and is formed by a sequence of motor 
acts. Motor acts are the basic constituents of the motor system endowed with a 
meaning (the motor goal), playing a role similar to that of words within a phrase. 
The hierarchical sequencing of motor acts into a specific action (for example, (a) 
grasping a piece of food, (b) bringing it to the mouth, and (c) biting it) aims to a 
superordinate behavioral goal (eating the food). If the order of the motor act is 
changed (e.g., biting the food with the mouth, bringing the hand to the mouth, 
and grasping the food with the hand: c–b–a) the action goal can change (take the 
food out of the mouth). Similarly, the meaning of a phrase is given by the 
sequential organization of words. By changing the position of the words in a 
sentence, its meaning changes or is lost. 
 With respect to the hierarchical organization of motor sequences, two main 
series of studies attempted to address this issue at the single neuron level. The 
first series assessed the responses of neurons in mesial cortices (pre-supplemen-
tary motor area, pre-SMA/F6 and supplementary motor area, SMA proper/F3) 
and prefrontal cortex while monkeys executed sequences of movements (Tanji 
2001; Tanji & Hoshi 2008), such as turning, pulling and pushing, or specific 
sequences of reaching movements, or a series of movements in a maze. These 
studies showed that the recorded neurons could code either the sequence, the 
order of a movement inside a sequence or the final location of a trajectory. 
Another series of studies, carried out in our laboratory (Fogassi et al. 2005; Bonini 
et al. 2011), assessed the responses of parietal and premotor neurons during 
execution and observation of natural action sequences. The results showed that 
grasping neurons of areas PFG or F5 can discharge differently depending on the 
specific action sequence in which the grasping is embedded (see Fig. 2 below). 
Notably, this differential response is shown also by mirror neurons during 
observation of grasping embedded in different action sequences performed by 
another individual. This latter series of data suggests that motor neurons of 
parietal and ventral premotor cortex are organized in motor chains, each coding 
a specific action goal. Within this organization, a neuron coding a given motor 
act can discharge differently according to the action sequence to which this act 
belongs. 
 Summing up, both the order of a motor series and the organization of a 
natural action sequence can be coded by cortical single neurons. The premotor-
parietal motor system plus the prefrontal cortex can provide a substrate for 
sequential organization and hierarchical combination of motor elements. We 
posit that such an organization has been exploited in other domains including 
some aspects of the syntactic structure of language (see also Fogassi & Ferrari 
2007). 
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Figure 2:  Top. Action sequence tasks. A transparent screen allowed the monkey to establish from 
the beginning which of the two action goals (eating or placing) had to be performed. Once the 
screen was removed (I) the monkey had to grasp a lid that covered a container (II), and then, after 
the removal of the lid, grasped an object inside the container in order to eating it (A) or placing it 
into another container (B) located near the mouth. Bottom. Activity of four neurons recorded from 
parietal area PFG during the task. Rasters and histograms representing neuronal activity is a-
ligned on the first (left) and second (right) grasping act performed by the monkey. Ordinate repre-
sents neuronal discharge in spikes/sec. Abscissae indicate time course. Modified from Bonini et al. 
(2011). 

 
 In humans it is more difficult to directly demonstrate the existence of a 
mechanism involved in organizing action sequences, although a few 
investigations attempted to explore this issue. In an fMRI study (Frey & Gerry 
2006) subjects had to just observe or to observe with the purpose to reproduce the 
constructions, by another individual, of multiparts objects, that required 
structured motor sequences. During the task the activated regions were inferior 
frontal and parietal cortices (part of the mirror system), dorsal premotor cortex 
and pre-SMA, plus subcortical motor structures. In the observation/imitation 
study by Buccino et al. (2004a), described in a previous section, in which subjects 
had to observe, in order to imitate, sequences of guitar chords performed by a 
model, the activation involved the parieto-frontal mirror system, the SMA and 
prefrontal cortex. Altogether, these areas seem to play a role in encoding the 
meaning of motor acts, in parsing the action sequence into its discrete motor 
elements and, vice versa, in constructing new actions starting from single motor 
acts.  
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 Since the first reports of Broca’s patients, the IFG region has been 
repetitively considered as having a crucial role in syntactic processing. However, 
although not denying this role, other studies provided information that make this 
picture more complex. In fact there are other areas such as, for example, superior 
temporal cortex, that are activated during syntactic processing. Moreover, the 
activation of IFG by syntactic construction involves also concurrent semantic 
coding. Lastly, this region appears to be more activated when the level of 
complexity of syntactic comprehension of the sentence is higher (see Gernsbacher 
& Kaschak 2003; Grodzinky & Friederici 2006). In addition, as it is clear also from 
the extension of the lesion in Broca’s aphasics, an important role is also played by 
nearby regions, such as, for example, the middle prefrontal cortex, located just 
medially to IFG, that probably provides this latter region with the working 
memory mechanism necessary for building and understanding long and complex 
sentences. Altogether, these reports indicate that within the IFG region, areas 
contribute to processing linguistic information beyond syntactic structure. This 
would be in agreement with the proposal that in the IFG region (BA 44, 45 and 
47) there are subsectors involved in phonology, syntax and semantics, that 
appear to be roughly organized along a caudal-to-rostral anatomical sequence, 
with a certain overlap between them (Bookheimer 2002; Hagoort 2005). 
 This type of organization of IFG region does not contradict its possible 
derivation from a system responsible for action organization. Indeed this latter 
requires, for its optimal functioning, a hierarchical structure, a precise order that 
makes the action sequence meaningful, and a coded semantics, that is observed 
both at the level of whole action and of the motor acts composing it, similarly to 
what it occurs for the meaning of a sentence and a word, respectively. In 
agreement with this, neuroimaging studies showed that IFG activation is higher 
when the meaning of a sentence depends not only from word meanings but also 
from the syntactic structure in which the words are ordered (Dapretto & Bok-
heimer 1999). On the other hand, other studies suggest that Broca’s area is 
involved in processing hierarchical structures in multiple domains of human cog-
nition (Thompson-Schill et al. 2005; Koechlin & Jubault 2006). Thus, although the 
transition from action to language could have been long and may have required a 
complex adjustment of the mechanisms involved in sequence organization, none-
theless the existence of a motor substrate endowed with a motor meaning, organ-
ized in chunks and accessible by visual and acoustic higher order input, seems an 
important prerequisite for both language construction and its comprehension. 
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One of the major problems concerning the evolution of human language is 
to understand how sounds became associated to meaningful gestures. It has 
been proposed that the circuit controlling gestures and speech evolved from 
a circuit involved in the control of arm and mouth movements related to 
ingestion. This circuit contributed to the evolution of spoken language, mov-
ing from a system of communication based on arm gestures. The discovery 
of the mirror neurons has provided strong support for the gestural theory of 
speech origin because they offer a natural substrate for the embodiment of 
language and create a direct link between sender and receiver of a message. 
Behavioural studies indicate that manual gestures are linked to mouth 
movements used for syllable emission. Grasping with the hand selectively 
affected movement of inner or outer parts of the mouth according to syllable 
pronunciation and hand postures, in addition to hand actions, influenced 
the control of mouth grasp and vocalization. Gestures and words are also 
related to each other. It was found that when producing communicative ges-
tures (emblems) the intention to interact directly with a conspecific was 
transferred from gestures to words, inducing modification in voice 
parameters. Transfer effects of the meaning of representational gestures 
were found on both vocalizations and meaningful words. It has been conclu-
ded that the results of our studies suggest the existence of a system relating 
gesture to vocalization which was precursor of a more general system 
reciprocally relating gesture to word.  

 
 

Keywords: Broca’s area; gesture; human kinematics; mirror neurons; voice 
spectra; word 

 
 
 
 
1. Introduction 
 
The term gesture is used for describing social interactions involving especially 
movements of human hands and arms. Kendon (1982, 1988) classifies gestures 
along a continuum of ‘linguisticity’, observing that from gesticulation to sign 
languages the obligatory presence of speech declines, the presence of semantic 
properties increases and the idiosyncratic gestures are replaced by socially 
regulated signs. In other words, the formalized, linguistic component of the 
expression present in speech is replaced by signs going from gesticulation to sign 
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languages. Hand and arm movements are distinguished, namely gesticulation 
(i.e. idiosyncratic spontaneous movements of the hands and arms during speech); 
language-like gestures (i.e. like gesticulation, but grammatically integrated in the 
utterance); pantomimes (i.e. gestures without speech used in theater to com-
municate a story); emblems (e.g. insults and praises); sign language (i.e. a set of 
gestures and postures for a full fledged linguistic communication system).  

Later, McNeill (2000) enriched this continuum and he divided it into four 
continua by using characteristics as ‘relationship to speech’, ‘relationship to con-
ventions’, ‘relationship to linguistic properties’, and ‘character of the semiosis’. 
McNeill (1992) has identified a number of different types of gestures that 
speakers routinely use when they talk: iconics (i.e. gestures depicting a concrete 
object or event and bearing a close formal relationship to the semantic content of 
speech); metaphorics (i.e. as iconics but depicting an abstract idea); deictics (i.e. 
gestures pointing to something or somebody either concrete or abstract); beats 
(i.e. gestures with only two phases (up/down, in/out) indexing the word or 
phrase it accompanies as being significant). Iconic gestures and abstract deictic 
gestures are called also representational (McNeill 1992; Kita 2000). McNeill (1992) 
is concerned with gestures similar to gesticulation as defined in Kendon’s conti-
nuum (Kendon 1988; McNeill 1992). Gesticulation is the most frequent type of 
gesture in daily use and it covers many variants and usages. It is made chiefly 
with the arms and hands but is not restricted to these body parts; the head can 
take over as a kind of third hand if the anatomical hands are immobilized or 
otherwise engaged, and the legs and feet too can move in a gesture mode. 
McNeill (1992) claimed that there was no body ‘language’, but that instead ges-
tures complement spoken language. Gesticulations would be distinct from ‘em-
blems’ because they are obligatory associated with speech while emblems and 
pantomimes may be delivered in utter silence (see McNeill 1992, 2000; Goldin-
Meadow 1999; Kendon 2004).  

There are two alternative views about the relationship between gesture and 
speech. The first posits that gesture and speech are two different communication 
systems ( Levelt et al. 1985; Hadar et al. 1998; Krauss & Hadar 1999). According to 
this view, gesture works as an auxiliary support when the verbal expression is 
temporally disrupted or word retrieval is difficult. The other view (McNeill 1992; 
Kendon 2004) posits that gesture and speech form a single system of communi-
cation, since they are linked to the same thought processes even if they differ in 
expression modalities. According to the view held by McNeill (1992) and Kendon 
(2004), we have hypothesized that manual gestures and speech share the same 
control circuit (Bernardis & Gentilucci 2006; Gentilucci et al. 2006; Gentilucci & 
Corballis 2006). This hypothesis can be supported by evidence that speech itself 
may be a gestural system rather than an acoustic system, an idea captured by the 
motor theory of speech perception (Liberman et al. 1967) and articulatory phon-
ology (Browman & Goldstein 1995). According to this view speech is regarded, 
not as a system for producing sounds, but rather one for producing mouth articu-
latory gestures. 

 We will review neurophysiological and behavioral data in order to support 
the point that this circuit controlling gestures and speech evolved from a circuit 
involved in the control of arm and mouth movements related to ingestion. We 
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will suggest that both these circuits contributed to the evolution of the spoken 
language moving from a system of communication based on arm gestures 
(Gentilucci & Corballis 2006). These circuits are also responsible for the relations 
between spoken language and gesture during conversation. That is, these are 
specific instantiations of more general relations between the control of arm and 
mouth actions (Willems & Hagoort 2007).  
 
 
2. Anatomical and Physiological Consideration 
 
The link between gesture and speech (and in general language) supporting the 
view that gesture and speech are controlled by a same system can be the result of 
the activity of systems evolved from two classes of neurons recorded in monkey 
premotor area F5.  
 Based on cytoarchitectural and histochemical data, the agranular frontal 
cortex of macaque monkey has been parceled by Matelli and colleagues (Matelli 
et al. 1985, 1991) in the areas shown in Figure 1a. Area F1 corresponds basically to 
Brodmann’s area 4 (primary motor cortex), and the other areas correspond to 
sub-divisions of Brodmann’s area 6. Areas F2 and F7, which lie in the superior 
part of area 6, are referred to as ‘dorsal premotor cortex’, whereas areas F4 and 
F5, which lie in the inferior area 6, are referred to as ‘ventral premotor cortex’ 
(Matelli & Luppino 2000).  

 

 
Figure 1:  Lateral view of the monkey (a) and human (b) cortex 
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 Neurophysiological studies showed that in area F5, which occupies the 
most rostral part of ventral premotor cortex, there is a motor representation of 
distal movements (Rizzolatti et al. 1988; Kurata & Tanji 1986; Hepp-Reymond et 
al. 1994). Functional and multi-architectonic data have demonstrated that this 
area is not a single entity but it consists of three main sectors: F5c, designated as 
‘convexity’, is located on the postarcuate convexity cortex; F5p designated as 
‘posterior’ is located on the posterior bank of the arcuate sulcus dorsally and F5a, 
designated as ‘anterior’, on the posterior bank of the same sulcus ventrally (Fig. 
2a–b; see Belmalih et al. 2009; Gerbella et al. 2011).  

 

 
 
Figure 2:  Architectonic maps of the macaque PMv as proposed by Belmalih et al. (2009) 
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 In area F5 two classes of neurons were recorded, which might have been 
instrumental in the development of a system controlling speech and gestures. 
The first class of neurons frequently recorded in the posterior part of the inferior 
postarcuate bank (F5 sector of the arcuate bank in Rizzolatti & Luppino 2001; 
sector F5c in Gerbella et al. 2011) commands grasp actions with hand and mouth 
(Rizzolatti et al. 1988). A typical neuron of this class discharges when the animal 
grasps a piece of food with its mouth or when the animal grasps the same piece 
of food with the hand contralateral or ipsilateral to the recorded cortical side. 
Frequently, the discharge of this class of neurons is selective for a specific type of 
grasp (for example, a neuron discharges when a precision grasp is used, but not 
for a power one), and it can be even elicited by the visual presentation of a 
graspable object, provided that its size is congruent with the type of grasp coded 
by the neuron (‘canonical neurons’; see Murata et al. 1997; Rizzolatti et al. 1988). 
Rizzolatti et al. proposed that these neurons are involved in coding the aim of the 
grasp action, i.e. to take possession of an object. From a functional point of view, 
these neurons can be involved in planning a strategy in order to perform succes-
sive grasp actions. For example, they can command the grasp of an object with 
the hand while preparing the mouth to grasp the same object. From an evolu-
tionary point of view, this circuit of commands might have evolved a system of 
hand–mouth double command, becoming instrumental in the transfer of a man-
ual gesture communication system, from movements of the hand to movements 
of the mouth. That is, this system might have been used in language evolution 
(Gentilucci & Corballis 2006) according to the proposal that language evolved 
from manual gestures rather than from vocalizations. Indeed, whereas vocali-
zations of non-speaking primates are mainly related to emotional states, manual 
actions can provide more obvious iconic links with objects and, consequently, 
they might have been initially used to represent the physical world (Hewes 1973; 
Donald 1991; Corballis 1992, 2002; Givòn 1995; Armstrong et al. 1995; Rizzolatti & 
Arbib 1998; Armstrong 1999; Arbib 2005; Ruben 2005; Gentilucci & Corballis 
2006). This coupling between hand and mouth, used to transfer a gesture com-
munication system from movements of the hand to movements of the mouth, 
could also evolve in a system functionally relating gesture and speech.  
 The second class (the so called ‘mirror neurons’, MNs) becomes active 
when the animal executes a transitive action (i.e. acted upon an object) with the 
hand and when it observes the same action performed by another individual 
(Gallese et al. 1996). In addition, Ferrari et al. (2003) recorded discharges in the 
premotor area F5 of monkeys both from mirror neurons during lip-smacking (the 
most common communicative facial gesture in monkeys) and from other mirror 
neurons during mouth movements related to eating. This suggests that non-vocal 
facial gestures may be indeed transitional between visual gesture and speech.  
 Finally, mirror neurons in monkey have been also recorded in the rostral 
part of the inferior parietal lobule (Gallese et al. 2002), and neurons only activated 
by the observation of movements of different body effectors were recorded in the 
superior temporal sulcus region (Perrett et al. 1989).  
 According to Rizzolatti and colleagues (Gallese et al. 1996; Rizzolatti et al. 
1996), the mirror neuron activity is involved in representing actions. This motor 
representation, by matching observation with execution, makes it possible for 
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individuals to understand observed actions. In this way, individuals are able to 
recognize the meaning and the aim of actions performed by another individual. 
Therefore, providing a link between an actor and an observer, similar to the one 
existing between a sender and a receiver of a message, mirror neurons may have 
played a role in the development of a gestural communication system. Thanks to 
this mechanism, actions done by other individuals become messages that are 
understood by an observer. In the present review, we will focus on the system of 
double motor commands to hand and mouth rather than the mirror system and 
how it evolved in humans in order to transfer a communication system based on 
arm actions to mouth postures and it acquired the capability to interact with 
speech. The role of the mirror system in the construction of a communication 
system in humans has been reviewed elsewhere (Gentilucci & Corballis 2006; 
Gentilucci & Dalla Volta 2008; Gentilucci et al. 2008). 
 
 
3. Relations between Execution of Hand/Arm Actions and Speech 
 
A system of double grasp commands to hand and mouth seems to be still active 
in modern humans, as resulted by the following behavioral studies. Gentilucci et 
al. (2001) showed that, when participants were instructed to open their mouth 
while grasping objects with their hand, the size of mouth opening increased with 
the size of the grasped object. The kinematic analysis showed that, concurrently 
to an increase in kinematic parameters of the finger shaping during the grasp of 
the large as compared to the small object, there was an increase in the parameters 
of lip opening even if the participants were required to open their mouth of a 
fixed amount. Conversely, when the participants opened their fingers while gras-
ping objects with their mouth, the size of the hand opening increased also with 
the size of the object. Control experiments showed that neither the simple 
observation of the object nor the proximal component of the reach was 
responsible for the effect (Gentilucci et al. 2001). Recent evidence suggests that 
even postures of distal effectors affect grasp. Gentilucci & Campione (2011) found 
that hand postures, in addition to hand actions, influenced the control of mouth 
grasp. In two experiments, participants reached different objects with their head 
and grasped them with their mouth, after assuming different hand postures. In 
one experiment the hand could mimic the holding of a large or small object or it 
could be relaxed, whereas in the other experiment the hand fingers could be 
extended or flexed or relaxed (Fig. 3A–B). The latter experiment was a control 
experiment whose results could be compared with those of experiments 1 and 2 
in which the effects of postures of the mouth (open/closed) and toes (extended/ 
flexed) on hand grasp were studied. In both experiments, the kinematics of lip 
shaping during grasp varied congruently with the posture assumed by the hand, 
i.e. it was larger or smaller when it could be explicitly (experiment 1) or implicitly 
(experiment 2) associated with the grasping of large or small objects, respectively.  
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Figure 3:  Experimental set-up, stimuli, procedure and examples of trajectories in Gentilucci & 
Campione (2011) 
 
 In the successive experiment 3 participants were required to open or to 
close their mouth, or to maintain it relaxed (Fig. 3C). Then, they performed a 
manual grasp, maintaining that mouth posture. Maximal finger aperture was 
larger when the mouth was opened as compared to when it was closed. An inter-
mediate aperture was observed in the relaxed mouth condition. The results of 
these experiments extend the effects of motor interactions with objects to pos-
tures of effectors; specifically, the posture of one effector (the mouth or the hand) 
can be a template for the configuration that will be assumed by the other grasp-
ing effector (the hand or the mouth) during shaping. Finally, a control experi-
ment verified whether similar relation also exists between foot and hand. Indeed, 
previous experiments did not verify whether the reciprocal interactions between 
postures and actions were specific for hand and mouth or they could be extended 
to other distal effectors, as, for example, the foot. 
 Participants executed a manual grasp of an object while their right toes 
were extended or flexed or relaxed. No significant effect of the foot posture was 
found on maximal finger aperture. This result disproves a link between hand 
movements and foot postures: on the contrary, a link was preferentially found 
between hand and mouth. However, evidence (Baldissera et al. 2006) does sug-
gest that the control of hand movements can be associated to the control of foot 
movements (i.e. during coupled hand and foot oscillations a synchronism bet-
ween these effectors was observed). To explain this apparent contradiction, we 
can consider that in modern humans the grasping foot has lost the capacity of 
activating different interactions with objects of different size and shape. For this 
reason, despite a clock-movement synchronization, hand and foot do not interact 
with each other, like hand and mouth, which, on the contrary, are both capable of 
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activating different interactions with objects. Also, from an anatomical point of 
view (see Buccino et al. 2001) premotor area where foot is represented is separ-
ated from premotor area where the hand is represented. On the contrary, hand 
and mouth areas are adjacent and partially overlap. 
 If this system, coupled with the mirror system, is also used to share a 
communication gestural repertoire of the hand with the speaking mouth, the 
execution of transitive actions should affect speech, and specifically the 
production of phonological units. Gentilucci & colleagues required participants 
to reach and grasp small and large objects while pronouncing syllables (Genti-
lucci et al. 2001). They found that when grasping the large objects as compared to 
the small objects, the lip opening and parameters of the vowel vocal spectra in-
creased. Conversely, the pronunciation of a vowel during the entire execution of 
the grasp affected maximal finger aperture (Gentilucci & Campione 2011). Speci-
fically, the vowel /a/ induced an increase in maximal finger aperture if com-
pared to /i/. The vocalization /ɔ/ induced an intermediate effect. The vowel /a/ 
is characterized by higher Formant 1 (F1; depending on internal mouth aperture) 
and lower Formant 2 (F2; depending on tongue protrusion; Leoni & Maturi 2002). 
In contrast, /i/ is characterized by lower F1 and higher F2. The vowel /ɔ/ has in-
termediate values. In sum, configurations of the internal mouth related to vocali-
zations seem to be responsible for effects on finger shaping during grasping. This 
coupling can be precursor of more complex interactions between gestures and 
words. 
 
 
4. Interactions between Gestures and Words  
 
Chieffi et al. (2009) studied the relations between production of deictic gestures 
(HERE, i.e. a pointing directed towards the agent’s body, and THERE, i.e. a 
pointing directed towards a remote point far from the agent’s body) and the 
simultaneous pronunciation of the words QUA ‘here’ and LÁ ‘there’. The authors 
found facilitation/interference when the meaning of word was congruent/ 
incongruent with the gesture direction; that is, the gesture was quicker in the case 
of congruence with word meaning. This can be explained by considering that di-
rection was stressed by the word. The reverse occurred in the case of incongruent 
meaning; that is, the direction was ambiguous because the direction coded by the 
word was opposite. Consequently, gesture was slowed down. A non-alternative 
explanation is a priming effect of the word on arm velocity. This suggests an 
interaction at a higher level due to the presentation of linguistic stimuli.  
 The relations between gestures and words were also studied when 
communicative signals like CIAO, NO, STOP were produced (Bernardis & Genti-
lucci 2006; Gentilucci et al. 2006; Barbieri et al. 2009). The main finding of these 
studies was that the social intention, i.e. the intention to interact directly with a 
conspecific (depending on the communicative meaning of the signal) was trans-
ferred from gestures (i.e. emblems) to words, modifying some voice parameters. 
In turn, following this transfer, the mouth controller modified the hand/arm 
kinematics by slowing down it. This could be consequent to the fact that the 
transferred aspects of the social intention coded in the gesture became redundant. 
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Summing up, in all studies (Bernardis & Gentilucci 2006; Gentilucci et al. 2006; 
Barbieri et al. 2009; Chieffi et al. 2009) gesture and speech interacted with each 
other by reciprocally transferring aspects of the signal meaning. Obviously, these 
aspects differed according to the type of signal. 
 
 
5. Are the Relations between Hand Postures and Vocalizations Precursors 

of Relations between Gestures and Speech? 
 
In a previous study, Gentilucci & Campione (2011) found that when subjects pro-
nounced the open vowel /a/, which is characterized by a larger aperture of the 
internal mouth, the finger shaping of a simultaneous grasp was larger than when 
they pronounced the closed vowel /i/, which is characterized by a smaller inter-
nal mouth aperture. In a subsequent study, Gentilucci et al. (2012) reasoned that if 
the relation between hand actions and vocalizations is precursor of the relation 
between gesture and speech, same or similar effects of meaningful gestures on 
both simple vocalizations and words should be found. In this study unimanual/ 
bimanual gestures LARGE and SMALL were contemporaneously presented with 
a vignette close to the actor in which, in experiment 1, either the vowel ‘A’ (/a/) 
or ‘I’ (/i/) was printed, in experiment 2 the word GRÀNDE ‘large’ or PÌCCOLO 
‘small’, and in experiment 3 the pseudo-words SCRÀNTA or SBÌCCARA (Fig. 4).  

 

 
 
Figure 4:  Stimuli presented in experiments 1–3. The panels show all the combinations between 
gestures and printed vowels (‘A’ and ‘I’; experiment 1) or gestures and printed words (GRANDE, 
PICCOLO; experiment 2) or gestures and printed pseudo-words (SCRANTA, SBICCARA) 
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 Unimanual gestures affected formant 1 (F1) of voice spectra of the two 
vowels pronounced alone. This parameter, which is directly related to internal 
mouth aperture (Leoni & Maturi 2002), increased after gesturing LARGE as com-
pared to SMALL (Fig. 5). F1 of the vowels /a/ and /i/ included in the words 
GRÀNDE ‘large’ and PÌCCOLO ‘small’, respectively, were greater when gestur-
ing LARGE in bimanual condition as compared to the other conditions (Fig. 5). In 
contrast, F1 of vowels included in the pseudo-words increased when gesturing 
LARGE in both unimanual and bimanual conditions (Figure 5). 

 

 
 
Figure 5:  Effects of gestures on Formant 1 (F1) of vowels (experiment 1) or vowels included in 
words (experiment 2) or vowels included in pseudo-words (experiment 3) pronounced after pro-
duction of the gestures LARGE and SMALL in unimanual and bimanual conditions. Horizontal 
bars represent significance or trend to significance in the ANOVAs, whereas vertical bars repre-
sent SE. 
 
 Summing up, the control of pronunciation of vowels alone was associated 
to the control of unimanual hand gestures only, according to the hypothesis that 
the internal mouth and the right hand are controlled by the same system and the 
two effectors are directly connected (Gentilucci et al. 2001; Gentilucci & Campi-
one 2011). Moreover, they support the existence of a more general system 
reciprocally relating word and gesture meanings. Word meaning was responsible 
for categorization of all the gestures in LARGE or SMALL. This process was used 
to construct a size representation common to all the gesturing effectors in which 
the absolute size was computed. Consequently, the bimanual gesture LARGE 
was the only categorized as LARGE because the represented size was much 
greater than the sizes represented by the other gestures: these, conversely, were 
categorized as SMALLs. In turn, the meaning of the categorized gesture affected 
word pronunciation. Finally, a size representation not yet independent of the 
gesturing effectors was activated when pronouncing pseudo-words. 
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 Summing up, we found similarity in the relations between gestures and 
vocalizations and between gestures and words. However, the differences 
between the two systems should be discussed. The system gesture/vocalization 
seems to be simpler since it couples right hand postures with mouth postures. In 
contrast the system gesture/word seems to be more complex and distributed. 
This system is involved in a process of abstraction since a size categorization is 
performed in which the absolute distance rather than that relative to the effector 
is taken into account. 
 The gesture LARGE induced an increase in F1 of /i/ of the word PICCOLO 
and the gesture SMALL induced a decrease in the F1 of /a/ of the word 
GRANDE; that is, the gesture did not selectively affect the vowels of words 
whose meaning could be or not associated to the gesture meaning. This result 
may be explained following the hypothesis that the system relating words and 
gestures derives from a system relating assumed postures of the hand and simple 
vowel pronunciation, i.e. due to internal mouth posture. This effect was not selec-
tive for vowels (i.e. /a/ vs /i/) and probably this property was conserved in the 
evolution of the system. This produced predominance of gesture meaning on 
word meaning in order that the gesture could modulate the meaning of a word. 
For example the word PICCOLO ‘small’ could be differently interpreted and pro-
nounced if accompanied by the gesture LARGE or SMALL, respectively. Specifi-
cally, the word could be interpreted as less small if accompanied by the gesture 
LARGE and conversely smaller if accompanied by the gesture SMALL. 
 Kelly et al. (2004) carried out an Event Related Potential (ERP) experiment 
in which participants saw an actor producing a representational gesture expres-
sing the property like width or height. If the gesture was preceded by a spoken 
word expressing a different property, a stronger deflexion was observed in ERPs 
(N400 effect). In many language studies, N400 effect was found when semantic 
process is harder to integrate into the previous context (for a review, see Kutas & 
van Petten 1994). Consequently, Kelly et al. (2004) interpreted their results as 
consequent to semantic processing of the gesture. Other studies (Wu & Coulson 
2005; Holle & Gunter 2007; Kelly et al. 2007; Ozyurek et al. 2007) confirmed an 
N400 effect for incongruence between word and gesture. The data of the study by 
Gentilucci et al. (2012) are in agreement with the idea about a semantic processing 
of the gesture. Indeed, from a functional point of view the gestures were catego-
rized according to the meaning of the words, and, in turn the meaning of the 
gestures modulated the meaning of the word. 
 
 
6. Final Anatomical Considerations 
 
Previously, Gentilucci et al. (2006) proposed that Broca’s area in Inferior Frontal 
Gyrus (IFG) plays a role in the reciprocal control between gesture and speech. On 
the basis of the results by the Gentilucci et al.’s study (2012) we extend this 
proposal; we suggest the existence of two partially overlapping circuits involved 
in the reciprocal control between gesture and speech. The first is related to the 
control of vocalization and unimanual gestures (both transitive actions and mea-
ningful intransitive gestures). This circuit can be remnant of the circuit control-
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ling the grasp with the hand and the mouth and it may be located in pars orbi-
talis of IFG (area BA44, Fig. 1b). This area is involved in encoding phonological 
representations in terms of mouth articulation gestures (Demonet et al. 1992; 
Zatorre et al. 1992; Paulesu et al. 1993), in manipulation of complex objects (Bin-
kofski et al. 1999), and is part of the human mirror circuit (Gazzola & Keysers 
2009; Kilner et al. 2009; for a review, see Rizzolatti & Craighero 2004). The second 
circuit is more involved in the relations between gesture and speech concerning 
the semantics of the signals. This circuit is enlarged as compared to the first one 
and may also comprises pars triangularis and/or pars orbicularis of IFG (areas 
BA45, BA47; Fig. 1b), sectors which are more related to semantics than phonology 
(Bookheimer 2002). In previous neuro-imaging studies, Willems et al. (2007) and 
Xu et al. (2009) found a common circuit comprising pars opercularis, triangularis, 
and orbitalis of IFG which was activated by the processing of speech or gesture. It 
might allow a common access of words and gestures to semantics in order to in-
tegrate the two signals. In the present study, categorization of unimanual and bi-
manual gestures on the basis of word meaning might take place in this circuit. In 
addition, in this circuit transferring aspects of gesture meaning (i.e. the size) to 
the word might also occur and, consequently, its pronunciation might change. In 
sum, an enlarged circuit, whose primary (and precursor) nucleus allows a direct 
communication between vocalization and unimanual gestures (both actions and 
meaningful gestures), was involved in controlling gestures and words. 
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“How can perception be altered by language?” is the fundamental question 
of this article. Indeed, various studies have pointed out the influence of 
colour-related knowledge on object and colour perception, evoked by lingu-
istic stimuli. Here the relevance of the simulationist approach is assumed in 
order to explain this influence, where the understanding of colour-related 
words or sentences involves a process of colour simulation that is supported 
by a neuronal network partially similar to the network involved in colour 
perception. Consequently, colour-related knowledge and colour perception 
can interact through a process of pattern interference. In support of this idea, 
studies are discussed showing priming effects between colour simulation 
and colour perception, but two limitations are also raised. Firstly, these 
works all used between-category colour discrimination tasks that allow the 
intervention of lexical processes that can also explain priming. Secondly, 
these works control the congruency link between prime and target at the 
level of ‘colour category’, and no demonstration is made of an influence at 
the level of specific hues. Consequently, the simulationist view of 
language/perception interactions seems an interesting way to thinking but 
more experimens are needed in order to overcome some limitations. 
 
 
Keywords: colour perception; colour simulation; interaction; knowledge; 

language; priming 
 
 
 
 
1. Introduction 
 
For many years, perception was considered to be a process extracting 
information from the environment (Pylyshyn 1981; Fodor 1983). In parallel to this 
classic cognitivist approach, many researchers have developed the idea that 
perception is a process of construction of information that can integrate various 
influences (e.g., Neisser 1967; Stein & Meredith 1995). Firstly, bottom-up signals 
that come from all senses, for example judgments about taste and smell can be 
altered by colour perception (Spence et al. 2010). Secondly, perception may be 
constrained by the carrying out of actions (Gibson 1979). Thirdly, emotion 
conjured up by a stimulus or by mood can disrupt or facilitate the perception of 
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emotional stimuli (Bocanegra & Zeelenberg 2009). Finally, a lot of studies have 
shown an influence of memory and knowledge on perception, mainly via 
language (e.g., label effect; see Pohl 2004 for a review).  
 The aim of this article is to suggest a possible explanation of language/ 
perception interaction based on simulationist approach of memory retrieval. We 
specifically focus our attention on the influence of colour-related words (e.g., 
banana, tomato) on colour perception because this case of language/perception 
interaction is strongly supported empirically. More specifically, we discuss two 
lines of research: (i) research on object recognition and (ii) on colour perception 
(section 2). In a third section, we present core ideas of sensorimotor models of 
memory including the simulationist conception of memory retrieval. Based on 
this approach, we develop the possibility that colour-related words can influence 
colour perception because each recruits common neuronal substrate. Indeed, in a 
sensorimotor model of memory colour simulation (i.e. a specific form of retrieval) 
would recruit sensory areas of the brain in order to represent sensory attributes 
of knowledge. In the fourth section, we discuss recent neuro-imaging evidences 
supporting this major assumption. However, based on these studies, we specified 
this basic idea. More precisely, we suggest that the neuronal substrate of colour 
simulation and colour perception would be best conceived as two partially 
overlapping neuronal networks that can interact only partially. This particular 
extension led us to expect two forms of priming: (i) from colour simulation to 
colour perception and (ii) from colour perception to colour simulation. In line 
with these predictions, we report a few studies demonstrating these possibilities 
(section 5). In a sixth section, we suggest that these studies have, at least, two 
limitations. We develop these limitations and try to propose possible experiments 
in order to overcome them in further research. Finally, in the last section (section 
7), we sum up the potential simulationist explanation of language/perception 
interactions and develop two empirical ideas in order to best support this 
approach. 
 
 
2. Influences of Colour Related Knowledge 
 
Researchers working on knowledge organization and memory have been 
interested in ‘sensori-knowledge’ that we define as the knowledge of objects that 
are strongly associated with specific sensory attributes, such as their shape, their 
colour, their location, their sound, their movement, and so on (e.g., Pulvermüller 
2003; Martin 2007; Barsalou 2008). In this flow of research, colour is a feature that 
has received much attention. This section develops studies suggesting the storage 
of colour in knowledge (section 2.1) and the influence of this knowledge (activat-
ed by processing linguistic stimuli) on perception (sections 2.2 and 2.3).  
 
2.1. Colour Associations: A Stored Information 
 
The memory of colour was first studied by pre-cognitivist researchers. For 
instance, Bruner & Postman (1949) studied colour associated with playing cards. 
Authors presented cards with congruent or incongruent colours: A red clover or 
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a black clover, a red heart or a black heart. The participant’s task was to judge the 
colour of the cards. Results indicated that in the incongruent condition, 
participants perceived a colour between red and black, suggesting an influence of 
the colour stored in memory (i.e. colour associated with the card) and thus the 
colour storage (see also Duncker 1939; Bruner & Postman 1949; Bruner et al. 1951; 
Harper 1953; Delk & Fillenbaum 1965). More recently, Reilhac & Jimenez (2006) 
brought to light the memory of colour by using black-and-white line drawings of 
objects strongly associated with yellow (e.g., banana) or green colours (e.g., 
artichoke). In this experiment, authors asked participants to categorize a drawing 
target presented subsequently to a drawing prime. Primes and targets either 
belonged to the same category or to a different one (i.e. animals or vegetables) 
and/or were of the same typical colour or of a different one (e.g., prime: Frog or 
lettuce, target: Crocodile). Only drawings with an important degree of colour 
agreement were used (estimated in a pilot study). Results showed priming when 
the drawings (i) belonged to the same category and (ii) more importantly when 
they were associated with the same typical colour. This last result suggests that 
colour association is stored in memory, more precisely in semantic memory. The 
study of Nijboer et al. (2007) focusing on scene recognition reinforces this conclu-
sion. Generally, the results in the recognition of visual scenes show a facilitation 
effect for the recognition of natural scenes (e.g., beach vs. town) when they are 
presented in their usual colours; thus suggesting the part played by colour in the 
recognition of visual scenes (Oliva & Schyns 2000). Nijboer et al. (2007) found that 
this facilitation effect is absent in a subject suffering from a developmental colour 
agnosia. According to Nijboer et al. (2007), this participant would have a specific 
impairment of colour association stored at a semantic level. Consequently, the fa-
cilitation observed in healthy participants’ results would be due to the retrieval of 
colour representations stored at a semantic level (absent in the agnosic patient). 

To resume, colour seems to be a sensory feature of particular concepts or 
knowledge (i.e. that represent objects strongly associated with a colour) that can 
be available and automatically activated when participants have access to these 
concepts. In the next two subsections we discuss experiments reporting influence 
of these concepts on perception and we will concentrate on experiments using 
linguistic stimuli.  
 
2.2. Influence on Perception of Coloured Objects 
 
In the field of the perception of objects, various studies have indirectly tested the 
possible influence of colour on perception. Indeed, there are two theories that 
oppose each other concerning the part played by colour in the recognition of 
objects. On the one hand, the ‘edge-based theory’ assumes that recognition is 
mainly or only based on the shape of the object (Biederman 1987), whereas on the 
other hand the ‘surface-plus-edge-based theory’ defends that colour is an 
important cue for the recognition of objects. To settle between these two theories, 
different studies have measured the time taken to recognize objects presented in 
colour in comparison with objects presented in their greyscale version (i.e. with-
out colour). The results obtained were recently synthesized by Bramão et al. 
(2011). Their review suggests that colour is an important cue only for the recogni-
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tion of objects that are strongly associated with a particular colour (e.g., banana). 
These objects have been named ‘high diagnostic colour’ objects (i.e. HDC objects).  
 In one of their experiments, Tanaka & Presnell (1999, experiment 2) first 
presented two words each denoting an object, one appeared on the left-hand side 
of the screen and the other one on the right-hand side. In the second step, a 
drawing of an object was presented at the centre of the screen, in a coloured or 
greyscale version. Participants had to decide whether the object corresponded to 
the word presented earlier on the right or on the left-hand side (i.e. recognition 
task). Results showed that the decision time was faster when objects were HDC 
and appeared in colour compared with the conditions in which (i) the same 
objects were presented in greyscale and (ii) compared with the coloured or 
greyscale version of ‘low diagnostic colour’ objects (i.e. non HDC objects such as 
a chair). This result is important because it suggests that the recognition of objects 
involves information about colour and this supports the ‘surface-plus-edge-
based’ theory. This result is also important because it suggests that reading 
words denoting objects strongly associated with a colour facilitates perception of 
congruent coloured objects. 
 Therriault et al. (2009) extended this previous research. In their second 
experiment, they asked participants to read a word that represented either an 
HDC object (e.g., pumpkin) or a non-HDC object (e.g., chair, car). Then 
participants had to judge whether the subsequently presented drawing 
represented the same object or a different one (i.e. verification task). The latter 
drawing appeared in a congruent colour (e.g., an orange pumpkin), in an 
incongruent colour (e.g., a blue pumpkin), or in greyscale (i.e. control condition). 
Results demonstrated that response times in the congruent condition were faster 
than in the greyscale condition, and the latter were faster than in the incongruent 
condition. In others words, the activation of colour when participants read words 
can either facilitate or disrupt the recognition of objects. In a third experiment, 
Therriault et al. (2009) obtained similar results when attention wasn’t directly 
focused on colour.  
 In short, these various experiments and also others (see Bramão et al. 2011 
for a review) suggest that colours stored in memory can facilitate or disrupt per-
ception of objects presented in colour. Moreover, they demonstrate that this 
influence is produced by reading the linguistic stimuli that denotes colour-
related objects, suggesting an interaction between memory, language, and object 
perception. 
 
2.3. Influence on Colour Perception 
 
The retrieval of colour-related objects influences not only the perception of 
objects but also the perception of colours. For instance, Mitterer & de Ruiter 
(2008) conducted an experiment in which participants had to discriminate the 
colour of an object. Participants saw three black-and-white line drawings: A 
carrot (i.e. a prototypically orange object), a banana (i.e. prototypically yellow), 
and a sock (i.e. without a particular colour association). These specific drawings 
appeared in various hues from a ‘good orange’ to a ‘good yellow’. The results 
obtained with an ambiguous hue (i.e. between yellow and orange) were very 
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informative. When a banana drawing was in this ambiguous hue, it was more 
often seen yellow, whereas when the drawing represented a carrot, the ambigu-
ous hue was more often seen orange (compared with the sock condition). This 
result demonstrates convincingly that knowledge can influence colour per-
ception. 
 Olkkonen et al. (2008) reach the same conclusion with a very different 
method. In their experiments, participants were presented with two types of 
stimuli: (i) fruit and vegetables with a typical colour (e.g., lemon, cucumber) and 
(ii) disks (i.e. control condition). Participants had to adjust the colour of the 
objects in order to make them appear in grey. Participants had four keys allowing 
them to add a bit of blue, yellow, green or red. Results showed that for fruit and 
vegetables that posses a typical colour, participants added more of the colour 
opposed to the typical colour than in the control condition (to perceive in grey). 
In practical terms, when participants perceived a yellow banana and that they 
had to colour it in grey, they added more blue (i.e. the opposite colour to yellow 
in the colorimetric model used) in comparison to a yellow disk that they had to 
colour in grey (see also Hansen et al. 2006; Nijboer et al. 2011; Witze et al. 2011 for 
similar results).  
 Another work conducted by Naor-Raz et al. (2003) also shows an influence 
of colour knowledge on colour perception but by using linguistic stimuli. In their 
second experiment, Naor-Raz et al. (2003) used a Stroop-like procedure in which 
participants had to name the colour in which the words were printed. Words 
used represented objects strongly associated with a colour (e.g., banana) and 
could appear written in the congruent colour (e.g., banana written in yellow) or 
in an incongruent colour (e.g., banana written in purple). Results show that 
colour-naming times were faster for the incongruent conditions compared with 
the congruent ones. Despite a slowdown of response times opposed to previous 
data, these results also demonstrated the possibility that colour-related 
knowledge can influence colour perception (see also Klein 1964; Yee et al. 2012).  
 Consequently, studies presented here give evidence that retrieval of 
knowledge can influence colour perception and not only object perception. We 
report studies using pictures but also words that suggest, once again, that this 
influence may be mediated by reading linguistic stimuli (also Kubat et al. 2009). 
 The aim of this first section was to develop studies indicating an influence 
of colour-related knowledge on colour perception. To sum up, results reported 
here suggest that the retrieval of colour-related knowledge while words are 
processed can influence both recognition of coloured objects and perception of 
colours. More precisely, colour or colour association seems to be a component of 
some knowledge able to interact with the processing of perceived colour. This 
influence can be found when participants have to implicitly process colour such 
as for objects or scene recognition or explicitly when participants have to 
discriminate colour of target stimuli. Nevertheless, the underlying process that 
allows this interaction remains largely unexplored. One possible candidate lies in 
the retrieval process assumed by the sensorimotor models of memory. In the next 
section, we develop the core ideas of these models as well as the specific retrieval 
process that it assumes.  
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3. Simulationist Approach of Cognition and Memory 
 
Experiments presented above show an influence of colour-related knowledge 
elicited by language on perception (both object and colour perception); but why 
such an influence? Here, we will develop on the idea that a possible answer can 
be found in a recent approach of cognition that assumes both a distributed 
memory across the entire brain and a particular form of retrieval that can be 
called ‘simulation’. More precisely, it is possible to postulate that the interaction 
may be explained by the nature of the format in which colour knowledge is 
stored and retrieved from memory. In this section, we will first develop the cores 
ideas of the sensorimotor models of memory. Then, we explain the specificity of 
the simulation process by which knowledge is retrieved. Accordingly, we 
develop a simulationist explanation of memory/perception interaction based on 
the use of the same neuronal substrate.  
 
3.1. Sensorimotor Models of Memory 
 
The organization and format of knowledge that the sensorimotor models stand 
for is a key specificity of the models in comparison to other memory models 
developed until now. We will mainly develop on the originator model of Allport 
(1985); all the other sensorimotor models of memory are strongly similar to this 
one (e.g., Schacter et al. 1998; Martin & Chao 2001; Pulvermüller 2001; Barsalou et 
al. 2003; Versace et al. 2009). Allport (1985) explains that there are two ways of 
conceiving the implementation of knowledge (or concepts) in the brain. The first 
considers that knowledge corresponds to a precise physical unit (e.g., neuron or a 
group of neurons). Thus, a physical unit would be dedicated to the implemen-
tation of only one concept. The second considers that knowledge corresponds to 
a specific pattern of activity of a group of neurons. Thus, a same group of neu-
rons can support different concepts as long as different patterns of activity are 
involved (i.e. distributed knowledge). On the basis of the work of Hebb (1949), he 
explains that such patterns would form and reinforce themselves as long as co-
occurrent activations (pre- and post-synaptic) occur between neurons. More 
precisely, a neuronal pattern would constitute itself step by step via the alteration 
of synaptic weights (i.e. the correlation learning rule; Hebb 1949). This leads 
Allport to talk about ‘auto-associated patterns’ to support the idea that a pattern 
is a stable unit with specific properties. Nevertheless, until then Allport (1985) 
only details a model of knowledge already developed by the connectionists (e.g., 
Hinton 1981, Farah & McClelland 1991, McClelland & Rumelhart 1985). 
 Allport’s main contribution that will characterize the sensorimotor models 
of memory is the way he considers the implementation of knowledge at the level 
of the brain. According to him, the auto-associated patterns representing objects 
in memory would be composed of auto-associated sub-patterns distributed 
across all the sensory and motor domains. He takes for example a ‘telephone’ and 
explains that the pattern representing this object is distributed at a visual, tactile, 
auditory and motor level coded in the form of visual (e.g., format, size), tactile 
(e.g., texture), auditory (e.g., ringing) and motor (i.e. motor routine carried out 
with the object: to pick it up, to hold it, etc.) attributes. He also explains that the 
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attributes associated with the verbal interaction regarding the telephone, such as 
the phonological, spelling and written attributes of the referent word can be 
respectively stored at an auditory, visual and motor level. Thus, the encoding 
process is above all an associative process implying that the different sensory and 
motor attributes, supported by brain structures all across the brain, have to 
constitute themselves in a unit (i.e. binding). Moreover, Allport (1985) explains 
that the auto-associated sub-patterns can also be embedded in other patterns as 
long as they represent the objects sharing similar attributes. For example, the 
auto-associated sub-pattern of the ‘yellow’ attribute can be part of the pattern 
representing not only a ‘banana’ but also a ‘lemon’ or a ‘chick’, etc. In the wake of 
Allport (1985), different authors have added various ideas in order to precise this 
model. First, Pulvermüller (2003) adds the idea of functional units of the patterns. 
According to this author, the different areas composing the network would work 
as a unit. The functioning of this unit would depend on the integrity of each part 
of the unit. If one part of the cortex happens to be damaged, the networks based 
on this area would consequently be more a less affected. Secondly, Barsalou 
(2009) suggests that the neuronal patterns representing knowledge would not 
only be composed of sensory and motor attributes but also of emotional attri-
butes.  
 
3.2. Simulation Process of Retrieval 
 
Given the way with which knowledge is encoded and organized, the different 
sensorimotor models of memory agree on the nature of the retrieval process. 
These models assume that retrieval implies reactivation of neuronal networks 
representing knowledge, a process named ‘simulation’ (Barsalou 1999). 
Simulation has at least two main characteristics. Firstly, partial activation of a 
knowledge tends to reactivate all aspects of this knowledge, including all sensory 
attributes. This feature is due to the ‘process of pattern completion’ whereby an 
input that stimulated only a small number of neurons, composing a pattern, 
tends to reactivate the entire pattern. For instance, the reading of a word (e.g., 
banana) only involves the activation of the orthographic and phonological 
attributes of this knowledge. However, through the ‘pattern completion process’ 
all components of the network are rapidly active including the associated colour 
yellow (Pulvermüller 2003). This process occurs because every part of the pattern 
is strongly connected with each other through a Hebbian principle of reinforce-
ment (Hebb 1949). Barsalou et al. (2003) underlined the fact that a simulation is 
never complete and involves bias compared with the original sensory experience. 
Secondly, and more importantly, activation of various sensory attributes of 
knowledge seems to involve the use of common neuronal structures with on-line 
perception, more precisely structures involved in low-level perceptual pro-
cessing. This specificity is due to the fact that sensory attributes would be stored 
in areas of the brain also involved in perception. In the case of the word ‘banana’, 
the knowledge retrieved involves a specific network distributed in part on the 
neuronal substrate involved in colour perception. Accordingly, it is possible to 
assume that perception of colour and language can interact because language 
processing involves a simulation process in order to reactivate colour-related 
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knowledge. The use of such a process involves the use of common neuronal 
structures or the sharing of the same processes or same resources by language 
processing and perception. In other words, the format in which colour infor-
mation is stored (connection between neurons of the visual area) and retrieved 
(by reactivation of the visual area) implies its automatic interaction with colour 
perception that uses the same visual areas.  
 To conclude, remember that the purpose of this section was to develop a 
process that would explain the influence of colour-related words on colour per-
ception. We suggest that one possible candidate is the specific retrieval process 
assumed in sensorimotor models of memory usually called ‘simulation’. Indeed, 
sensorimotor models of memory explain that memory would be a property of the 
entire brain including sensorimotor areas and retrieval of knowledge would 
occur via reactivation of neuronal patterns distributed over the brain. In the case 
of colour-related words, reading would involve activation of the entire patterns 
representing referents of words including in the visual area (specifically the 
colour perception area) supporting the colour attributes of knowledge. The 
recruitment of the same neuronal structures in order to simulate and perceive 
colour involves a meeting point for these two functions that can explain how 
colour-related knowledge can influence low-level colour perception. In the next 
section and in support of this simulationist explanation, we discuss studies 
showing the involvement of the same neuronal structures for colour simulation 
and colour perception (i.e. gyri lingual and fusiform). Moreover, based on these 
works we also specify more this possible explanation.  
 
 
4. Colour Perception and Colour Simulation: Similar Neuronal Patterns 
 
In this section, we will first review neuro-imaging studies having looked for the 
‘colour perception centre’ within the visual cortex. Then, we will review neuro-
imaging studies that have tried to point out the use of the same neuronal struc-
tures to retrieve colour-related knowledge. In a third sub-section, we discuss the 
implications of a neuropsychological dissociation in which participants have pre-
served mental colour imagery whereas colour perception is impaired (i.e. achro-
matopsia). We finally explain that colour perception and colour simulation seem 
to recruit partially overlapping neuronal networks. 
 
4.1. Cortical Structures Involved in Colour Perception 
 
Various experiments trying to situate the ‘cortical colour centre’ and conducted 
on healthy participants suggest different results. First, Zeki et al. (1991) situated 
this centre in the lingual gyrus in the occipital cortex. Its activation was found 
when participants passively viewed basic coloured stimuli (i.e. Mondrian). 
Authors have named this structure the hV4 area, human equivalent of the 
monkey V4 area (Zeki 1983a, 1983b, 1983c). Other studies have found a more 
extensive activation around the lingual gyrus when participants had to actively 
discriminate the colour of the stimuli, which suggests that there is a part played 
by the task applied to coloured stimuli (Corbetta et al. 1991; Guylás & Roland 
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1994). In order to clarify the structures involved in colour perception taking into 
account the potential role of tasks, Beauchamp et al. (1999) carried out an 
experiment where they compared activations in function of the task. They 
adapted the Farnsworth-Munsell Test (Farnsworth 1957) usually used to detect 
achromats (i.e. people with a specific loss of colour vision). The procedure used 
involved perception of various hues of the same colour presented in a linear 
gradient from light hue to dark hue or presented in a disorderly manner. Two 
tasks were used: (i) A passive viewing condition of stimuli and (ii) an active 
condition where participants had to discriminate ordered stimuli and disorderly 
ones. When participants passively viewed coloured stimuli, results showed the 
same activation that Zeki et al. (1991) found and also an extended activation in 
the anterior portion of the fusiform gyrus. When participants carried out a 
judgment on the stimuli, three major results are founded. Firstly, ventro-occipito-
temporal activations both in lingual and fusiform gyri were observed as in the 
passive condition. Secondly, the activation of the fusiform gyrus is more 
important. Thirdly, they also observed distributed activations over the cortex, 
such as activations of V1 and V2 areas (i.e. within the visual cortex) and 
activations of the left frontal cortex, dorso-lateral part of the occipital cortex and 
superior parietal lobe in a majority of participants (see also Engel et al. 1997 for a 
similar result; see Gegenfurtner & Kiper 2003 for a review). 
 Based on these results, Beauchamp et al. (1999) explained that the carrying 
out of a task involving judgment about colour involves the activation of more 
colour selective regions compared with the passive condition. Consequently, they 
assumed a ‘decentralized view’ of colour perception in which there is no specific 
colour centre. The colour perception results from the activation of a complex 
distributed network across the cortex mainly concentrated around the lingual 
and fusiform gyri. Results of Corbetta et al. (1991) and Guylás et Roland (1994) 
that used a discrimination task as well as results of Zeki & Marini (1998) that 
used coloured photos of objects support this view. Indeed, Zeki & Marini (1998) 
made an experiment with complex colour pictures of objects and scenes rather 
than abstract coloured stimuli (i.e. Mondrian). In this experiment, results show 
that perception of these more complex stimuli also involves an activation of the 
lingual and fusiform gyri compared with the perception of the same objects in 
greyscale (see also Bramão et al. 2010 for similar results). Moreover, this ‘decen-
tralized view’ of colour perception is in accordance with results showing that a 
lesion of the V4 area in a monkey involves only a small disturbance of colour 
perception suggesting the implication of other structures (Gegenfurtner 2003). 
This view is also in accordance with complementary results showing the 
impairment of many areas in ‘cerebral achromates’, and not only of the fusiform 
and lingual gyri (Bouvier & Engel 2006). 
 In short, the ‘cortical colour centre’ should rather be seen as a distributed 
network, concentrated around the lingual and fusiform gyri, that can be differ-
entially activated according to the perceptual task and the coloured stimuli used.  
 
4.2. Cortical Structures Involved in Colour Simulation 
 
Various experiments have sought to bring to light that retrieving coloured-
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related knowledge or low-level colour perception call on to the same structures. 
The first experiments were conducted by Martin et al. (1995). They compared 
brain activations in two conditions; participants either had to name colour-
related objects represented by black-and-white line drawings (e.g., banana) or 
produce the colour associated with the objects (i.e. yellow). The underlying idea 
is that a production task would involve the retrieving of colour information while 
the naming task would not. Results showed an activation of the fusiform gyrus in 
the production task compared with the naming task. Moreover, they found the 
same results in a second experiment where drawings were replaced by words 
denoting the same objects. These results are congruent with neuro-imaging 
studies on colour perception that have showed the main role of the fusiform 
gyrus in colour perception (e.g., Beauchamp et al. 1999). Wiggs et al. (1999) 
carried out a similar experiment and obtained the same results. Moreover, they 
showed that the naming task also involved the activation of the fusiform gyrus 
compared with the control condition where participants viewed a visual noise. 
This last result suggests that simply naming an object strongly associated with a 
colour seems to involve the colour perception network. In another study, Chao & 
Martin (1999) directly compared, for the same participants, activations when (i) 
they perceived abstract coloured stimuli (i.e. Mondrian), (ii) named black-and-
white line drawings, and (iii) produced the associated colour. Results showed 
that perception and production did not activate the same neuronal structure, but 
very close structures 2 centimetres (cm) away from one another. Based on this 
result, Chao & Martin (1999) concluded that perception of colour and retrieval of 
coloured-related knowledge do not require the same neuronal structure. 
Nevertheless, Martin (2009) explains that they failed to find the use of exactly the 
same neuronal structure in this previous study, simply because they used a 
passive perception task: a passive-viewing Mondrian task which activated only 
the lingual gyrus (Zeki et al. 1991). It is possible that by using more complex 
stimuli or a more active-viewing condition (Beauchamp et al. 1999), perception 
would be more complex and an activation of the fusiform gyrus would be found 
in both tasks. Simmons et al. (2007) directly tested this hypothesis. In their 
experiment, authors compared, for the same participants, activations that 
occurred when they (i) carried out the same ‘colour-perception-task’ used by 
Beauchamp et al. (1999) and (ii) carried out a retrieval task where participants had 
to judge the veracity of sentences involving a concept and a colour (e.g., a banana 
is yellow?). The results showed an activation of a common neuronal substrate in 
the two tasks: The left fusiform gyrus. Moreover, activations that occurred in the 
retrieval task were consistent with activations found in previous studies (Chao & 
Martin 1999; Martin et al. 1995; Wiggs et al. 1999). This study shows that the 
retrieval of colour-related knowledge involves the recruitment of the same 
neuronal structures that are used to perceive colour and more precisely involved 
in low-level colour perception (i.e. that does not involve object identification or 
object recognition). Nevertheless, these structures only overlap when the task 
and the stimuli are relatively complex.  
 Moreover, consistent with the second experiment of Martin et al. (1995), the 
work of Simmons et al. (2007) suggests an activation of the fusiform gyrus when 
participants process linguistic inputs (i.e. short sentences, see also Goldberg et al. 
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2006 for a similar procedure and results). This idea of an activation of the fusi-
form gyrus when participants read colour-related words is also reinforced by 
studies conducted by Kellenbach et al. (2001) and Oliver & Thompson-Schill 
(2003). In their experiments, authors used the same procedure: They asked 
participants to judge if a word was associated or not with a colour (e.g., banana 
vs. snow). Black, white, and grey hues were defined as non-colours. Results 
showed an activation of part of the fusiform gyrus close to the active part found 
in the previous studies (≈1cm). 
 Recently two other studies extended these results. Firstly, Hsu et al. (2011) 
made an experiment in order to understand why the lingual gyrus activated in 
colour perception is not found to be activated in retrieval of colour-related 
knowledge. In order to best understand this absence of activation, Hsu et al. 
(2011) manipulated two variables : (i) level of detail of the colour simulation and 
(ii) the cognitive style of participants. In their experiment, participants had to 
carry out a judgment on luminance in the same way as in the work of Simmons et 
al. (2007) and also carry out a conceptual task involving colour simulation. More 
precisely, participants first saw two words representing two colour-related 
objects. Then, a third word would appear on the screen and participants had to 
select which of the two words represented the object associated with the closest 
colour. In one bloc, the three words belonged to the same colour category and 
similarities occurred at a specific hue level (e.g., ‘SCHOOL BUS’ compared with 
‘BUTTER’ and ‘EGG YOLK’). Whereas in another bloc, the three words belonged 
to different colour categories (e.g., ‘BEETLE’ compared with ‘PAPRIKA’ or 
‘BANANA’). The first bloc involved a colour simulation level deeper than the 
second bloc. Moreover, participants were divided in two groups based on their 
score to the VVQ (i.e. Verbal and Visual Questionnary; Kirby et al. 1988). In one 
group, participants had a visual cognitive style whereas in the other, participants 
had a verbal cognitive style. Results show an activation of the left lingual and 
fusiform gyri during the conceptual task. The activation of the fusiform gyrus is 
more important when the level of simulation is deeper and the activation of the 
lingual gyrus is more important for participants with a visual cognitive style. 
Moreover, Hsu et al. (2011) observed an overlap of structures activated in the 
colour perception task and in the conceptual task both at the level of the lingual 
and fusiform gyri. 
 In other recent work, Hsu et al. (2012) extended their previous results. In 
this experiment, Hsu et al. (2012) compared the activation found when partici-
pants have to compare colours associated with two words. In one condition, 
words denote colour objects with the same or a different colour (e.g., ‘BANANA’ 
vs. ‘BUTTER’). In a second condition, words denote achromatic objects identical 
or different on the level of grey (e.g., ‘SNOW’ vs. ‘COAL’). The goal is to compare 
the activation of the cortex in the ‘conceptual colour condition’ with the ‘concep-
tual achromatic condition’ in order to know which cortex areas are specifically 
activated when a ‘chromatic condition’ is compared with an ‘achromatic con-
dition’. Indeed, comparing a ‘chromatic condition’ with an ‘achromatic condition’ 
is the usual way to determine which cortex areas are specifically activated in 
colour perception (i.e. chromaticity effect; e.g., Beauchamp et al. 1999; Chao & 
Martin 1999; Simmons et al. 2007). In previous experiments, activation in the 
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conceptual task is obtained by comparing retrieval of colour-related knowledge 
with retrieval of non colour-related knowledge, like action concepts (e.g., Sim-
mons et al. 2007) and not ‘achromatic conditions’. The major result is the overlap 
of colour perception and colour simulation at the lingual gyrus level. 
 In short, all these studies converge on the evidence that retrieval of colour-
related knowledge, through the processing of linguistic stimuli, involves the 
activation of the same neuronal structures: the lingual and fusiform gyri also 
used when participants perceive colours or coloured objects (Zeki & Marini 1998, 
Beauchamp et al. 1999). Nevertheless, the implication of the same neuronal struc-
tures seems to depend on many variables such as the type of stimuli, cognitive 
style, type of conditions compared in order to define the neuronal structures 
activated. Moreover, it is important to note that colour conceptual tasks, as used 
in previous presented experiments, leave the possibility that participants used 
mental imagery of colour in order to complete the tasks. For instance, the 
conceptual task used by Hsu et al. (2012) is also used by researchers wanting to 
measure mental imagery of colour (e.g., De Vreese 1991; Bartolomeo et al. 1997; 
van Zandvoort et al. 2007). Consequently, it seems a risk to extend this similarity 
in brain structures to all tasks involving an access to colour-related knowledge, 
especially given the current state of knowledge on the question.  
 
4.3. Achromatopsia with Preserved Colour Mental Imagery? 
 
If the same structures are used to perceive and retrieve colour, it would not be 
possible to find people with impairment in colour perception (i.e. achromatopsia) 
and a preserved ability to retrieve colour (e.g., colour mental imagery). However, 
Shuren et al. (1996) and Bartolomeo et al. (1997) report two cases of patients who 
were impaired on tasks involving colour perception: the Ischihara test (Ishihara 
1974) and the Farnsworth-Munsell test (Farnsworth 1957). However, these pa-
tients accurately carried out tasks involving the imagination of colours: naming 
the colour of objects from memory, mentally comparing hues (De Vreese 1991), 
and giving the most objects as possible associated with a given colour. This disso-
ciation is an issue. Nevertheless, as Simmons et al. (2007) explain, the neuropsy-
chological evidence of the dissociation between the access to colour-related 
knowledge and the perception of colour does not necessarily imply that these 
two abilities are completely independent from one another. It is possible that the 
perception of colour and the access to the knowledge related to colour involve 
brain structures only partly identical. 
 
4.4. Overlap of Neural Networks 
 
Studies on colour perception suggest that a neuronal substrate must be conceived 
as a neuronal network distributed across the brain (i.e. ‘decentralized view’; cf. 
Bouvier & Engel 1997; Beauchamp et al. 1999). More precisely, this network 
seems to be mainly concentrated around the lingual and fusiform gyri, but its 
distribution is relative to various factors, such as a perceptual task and the type of 
stimuli perceived (Zeki & Marini 1998; Beauchamp et al. 1999; Bramão et al. 2010). 
On the other hand, studies focusing on the neuronal bases of the retrieval of 
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colour-related knowledge, in other words ‘colour simulation’, point out the 
involvement of the same neuronal structures. Nevertheless, it is also possible to 
assume a ‘decentralized view’ in this case. Indeed, colour simulation seems to be 
supported by a distributed neuronal network also concentrated around the 
lingual and fusiform gyri ( Martin et al. 1995; Chao & Martin 1999; Wiggs et al. 
1999; Kellenbach et al. 2001; Oliver & Thompson-Schill 2003; Goldberg et al. 2006; 
Simmons et al. 2007; Hsu et al. 2011, 2012), but the distribution of the network 
changes depending on various factors such as a conceptual task, the type of 
stimuli, the type of cognitive style, etc. Moreover, results agree with the possibi-
lity that these two networks partially overlap each other at the level of the lingual 
and fusiform gyri because these structures are active in conceptual and percep-
tual tasks. This overlap also depends on the combination of various factors affect-
ing independently colour perception and colour simulation (i.e. type of coloured 
stimuli, type of perceptual and conceptual task, etc.). Note that this distributed 
approach is more consistent with studies demonstrating a dissociation between 
central colour blindness (i.e. achromatopsia) and colour imagery ( Shuren et al. 
1996; Bartolomeo et al. 1997). Indeed, this dissociation implies that it seems exag-
gerated to consider the perception and simulation of colour as fully supported by 
well-defined structures, such as the lingual and fusiform gyri, which once 
damaged must affect both functions simultaneously. In contrast, a design in 
terms of overlap of distributed networks allows the possibility of relatively inde-
pendent processing. 
 Consequently, this conception helps explain the influence of colour simu-
lation on colour perception through a process of ‘neuronal pattern interference’. 
Indeed, colour simulation can affect colour perception because colour simulation 
recruits a neuronal network similar, in particular points, to the network used 
when colours are perceived. The idea of pattern interference can already be 
found in the work of Masson (1995) who tries to explain the semantic priming 
from a connectionist point of view. The idea of Masson (1995) is that we observe 
semantic priming because the neuronal pattern involved in the representation of 
the prime can be, at least, partially similar to the neuronal pattern representing 
the target. Accordingly, priming emerges from the pre-activation of parts of the 
neuronal network representing the target that are common with the neuronal 
network representing the prime. The same idea can be assumed for the case of 
the influence of colour simulation on colour perception. Indeed, colour simu-
lation induces a pre-activation of certain parts of the neuronal network (i.e. 
lingual and fusiform gyri) that will be re-used for perception. 
 In others words, retrieval of colour-related knowledge involves the acti-
vation of parts of a neuronal network also involved in low-level colour per-
ception. More importantly, this approach of interference between retrieval of 
colour-related knowledge and colour perception allows specific predictions 
about this interaction. Firstly, it is possible to expect a form of priming of colour 
perception whereas the prime involves only colour simulation. Indeed, until now 
all the works that show an influence of knowledge on colour perception use 
procedures in which stimuli simultaneously involve access to knowledge and 
perception of colour (e.g., coloured drawings and coloured words). These two 
activities are not separated in time. But the idea that this interference arises from 
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the overlap of network parts also predicts the possibility of interference even 
when the simulation is not performed at the same time as perception. 
Consequently, colour simulation can affect colour perception in a priming pro-
cedure. Moreover, the direction of influence is not restricted, and colour per-
ception could also influence colour simulation. In the next section, we report 
experiments that support the possibility to observe an influence even when simu-
lation and perception of colour are supported by temporally separate stimuli (i.e. 
a form of perceptual priming). Moreover, we also report evidence showing re-
versed priming because the direction of the influence is not restricted. 
 
 
5. Bidirectional Priming between Colour Simulation and Colour Perception  

 
The simulationist view of cognition emphasizes that colour-related knowledge 
can influence colour perception because the retrieval of this type of knowledge 
involves a simulation process using a neuronal network partially similar to the 
network involved in colour perception. This conception leads to the idea that 
colour simulation can affect colour perception even if these two processes are 
temporally separated. In this fifth section we will subsequently report two lines 
of evidence supporting this possibility. Firstly, we discuss results showing the 
possibility to prime colour perception via colour simulation and in a second sub-
section we discuss works showing the possibility to prime colour simulation via 
colour perception.  
 
5.1. Priming of Colour Perception by Colour Simulation 
 
The first interesting work showing a priming of colour perception via colour 
simulation is the work of Richter & Zwaan (2009). Authors conducted an experi-
ment where participants saw a coloured square, immediately followed by a word 
and followed itself by a second coloured square, in each trial. Participants had to 
perform two different tasks successively: They (i) had to carry out a lexical 
decision on the word and (ii) decide if the second square appeared in the same or 
in a different colour as the first one. In target trials, words were nouns that 
denoted a colour (e.g., yellow, blue) that corresponded or not to the colour of the 
last square. Results showed that response times were shorter when the colour of 
the word was congruent with the colour of the last square in comparison with the 
condition where the colours were different. This result suggests that colour 
perception involving low-level processes can be influenced by linguistic stimuli 
even when simulation is carried out just before colour perception. Nevertheless, 
this study has a limitation. Indeed, in order to compare the two coloured targets, 
participants have to store, in short-term memory, the colour of the first square in 
order to compare it with the second square. Consequently, the influence of words 
can be situated at a perceptual level (i.e. affects the perception of the second 
square) or at a memory level (i.e. affects the remembering of the first square). 
This second possibility is supported by various works showing an influence of 
colour-related knowledge on the remembering of colour (Duncker 1939; Loftus 
1977). 
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 In order to overcome this limitation, we have recently conducted 
experiments using a perceptual task that precludes the conservation of colour in 
memory. Moreover, we used words denoting objects associated with a colour 
and not directly a colour label in order to extend the results of Richter & Zwaan 
(2009). In the first experiment (Heurley et al. 2012), participants saw words 
presented very briefly and immediately followed by a green or yellow circle. 
Participants had to discriminate only the colour of the circle (i.e. chromatic 
discrimination task). Prime words denoted natural things strongly associated 
with a green or yellow colour (e.g., chick, artichoke). This strong association was 
controlled in a pilot study where participants had to give the first colour that 
came to mind when they read colour-related words. Only words with a colour 
consensus higher than 70% were used. Results showed facilitation when the 
colour elicited by the words matched the perceived colour compared with the 
condition where the colours were different. We replicated this facilitation in a 
second experiment where the participant’s task did not explicitly focus attention 
on colour or involve a colour label answer. Indeed, lexical priming of colour 
name could explain the facilitation effect in this experiment. In other words, 
perception of the word ‘banana’ elicits spontaneously the word ‘yellow’ 
facilitating the ‘yellow response’. In the second experiment (Heurley et al. in 
press), participants saw two circles in the target’s display. These two circles were 
presented in the same colour or in a different one. In the case where the circles 
appeared in the same colour, they could either appear in yellow or in green. 
Participants had to detect whether target circles were presented in the same 
colour or in different colours. When circles appeared in the same colour, results 
showed facilitation when the colour of the two circles was congruent with the 
colour elicited by the prime (e.g., two yellow circles preceded by the word 
‘BANANA’) compared with the condition in which the colour elicited by the 
prime was different (e.g., ‘ARTICHOKE’). In this last experiment, the effect 
observed can not be explained in terms of lexical priming because response labels 
were not colour labels. Moreover, the use of a mental imagery strategy, that 
could explain our results, seems precluded because words were only presented 
during 150 ms (with a 350 ms SOA) and participants only had to read the words 
as fast as possible. 
 Taken together, these studies support the possibility of obtaining per-
ceptual colour priming whereas priming occurs via colour simulation. In these 
experiments, primes involve a colour simulation activating a neuronal network 
composed of parts that are also used by the neuronal network used in order to 
perform the perceptual task on the target. Moreover, primes are always words 
(colour words or words denoting colour-related objects) showing that this effect 
can be mediated by language comprehension as is assumed by various resear-
chers (Pulvermüller 2001, 2003; Barsalou et al. 2003; Zwaan & Kaschak 2009). 
 
5.2. Priming of Colour Simulation by Colour Perception 
 
If language influences colour perception through the use of partial overlapping of 
close neuronal networks, it is also plausible to expect a reverse influence: of 
perception on language. Indeed, colour perception may pre-activate part of the 
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network that could be used to process linguistic stimuli. The first evidence of this 
opposite influence is found in a study by Richter & Zwaan (2009) already 
reported. In their study, participants first saw a coloured square followed by a 
word denoting the same or a different colour (or a non word), followed itself by a 
second coloured square (in the same colour as the first square or in a different 
one). Results showed that lexical decision times for words were influenced by the 
colour of the first square: response times were faster when the same colour was 
perceived and simulated compared with the condition where they were different. 
Thus, Richter & Zwaan (2009) showed an influence of colour perception on 
language processing. This result seems to suggest that language processing can 
be influenced by perception. However, in this work, words used denoted directly 
a colour, thus this can give place to another explanation in lexical terms. For 
instance, perception of a colour can automatically activate the associated word 
that facilitates subsequent language processing of a congruent word (i.e. colour 
labels). In consequence, the facilitation observed can be explained by lexical 
priming.  
 Nijboer et al. (2006) conducted an experiment where the same reverse 
influence was found. But in this experiment, authors used colour-related words 
(e.g., tomato) thus this prevents an explanation in terms of lexical priming. In this 
experiment, participants had to decide whether a target word was an existing 
word or a pseudo-word (i.e. lexical decision task). In each trial, participants saw a 
coloured prime followed by a target word or a pseudo-word. Fifty six colour-
related words were mixed with non-related colour words (i.e. 168) and pseudo-
words. Primes used could occur in seven prototypical colours (i.e. red, blue, 
green, yellow, pink, orange, and brown). In target trials, a colour-related word 
could be preceded by a congruent colour patch (e.g., red patch – TOMATO) or an 
incongruent colour patch (bleu patch – TOMATO). Results showed that lexical 
decision times for colour-related words were shorter in the congruent condition 
than in the incongruent condition. Moreover, Nijboer et al. (2006) added a control 
condition where the colour patch was multicoloured. Lexical decision times in 
this condition differed from the congruent condition but not from the 
incongruent condition. These results strongly support the possibility that 
language processing can be facilitated by an earlier low-level colour perception.  
 Recently, Gebuis et al. (2009) investigated bidirectional influence between 
perception and language in colour-grapheme synesthetes. In colour-grapheme 
synesthesia, letter or number leads to a vivid and robust experience of a colour. 
Accordingly, this effect is interesting for our purpose because this effect can be 
seen as a particular case of language/perception influence. Gebuis et al. (2009) 
explained that it is well established that in participants with colour-grapheme 
synesthesia, colour perception can be affected by the perception of numbers. For 
instance, naming the colour of the ink in which a number is written can be 
facilitated if the colour associated with the number in the memory of the 
synesthetes is congruent. However, if the colour associated with the number is 
different, a slowdown is observed: this is a type of Stroop effect. Accordingly, the 
access to colour information when numbers are processed seems to be strongly 
supported. The reverse access: the access to number information when colours 
are processed also seems possible. In their experiment, Gebuis et al. (2009) try to 
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demonstrate this bidirectional link between number and grapheme in 
synesthesia. Participants saw a number coloured in the colour associated with 
this number in their memory (congruent condition) or coloured in a different 
colour (incongruent condition). Then participants had to do two different tasks. 
In the first one, they had to name aloud the number in order to investigate the 
influence of colour on number processes. In the second task, they had to name 
aloud the colour of the ink in order to investigate the influence of number on 
colour processes. Gebuis et al. (2009) observed a priming effect in both tasks 
showing the bidirectional influence between number and colour in synesthetes. 
More precisely, perception of a number involved access to colour information 
(i.e. that can be named in the context of our article: colour simulation) that 
influenced colour perception, and perception of colour involved access to 
numerical information that influenced number processing. This last influence 
suggests that colour perception could automatically reactivate the link in 
memory between the colour and the number (as a particular colour/object 
association) influencing number processing. 
 To sum up, in this fifth section, we reported works suggesting the possible 
priming of colour simulation on colour perception as well as the reverse priming. 
These works support the idea that colour-related knowledge and colour 
perception interact in a bidirectional way via the reciprocal influence of 
underlying neuronal networks (i.e. pattern interference process). Indeed, as 
predicted by this approach it is possible to find an influence even when colour 
simulation and colour perception are performed separately in time. More 
precisely, it is possible to observe a form of colour priming when prime only 
involves a simulation of colour, not real perception and it is also possible to find 
semantic priming when prime involves real perception, not semantic processing. 
However, in the next section, we develop two limitations of these various studies 
that challenge the simulationist approach. 
 
 
6. Two Problems for the Simulationist Approach 
 
In the previous sections, we assumed the possibility that colour-related 
knowledge could influence colour perception through a colour simulation 
process. Studies supporting this hypothesis show an influence of colour-related 
knowledge on colour perception in a priming paradigm (Heurley et al. 2012, in 
press, Nijboer et al. 2006, Richter & Zwaan 2009). However, we suggest that these 
works have two limitations. First, recent studies suggest the possibility that 
specific colour perception tasks can not only involve perceptual processes but 
also lexical processes. Accordingly, it is possible that the influence of colour-
related knowledge on colour perception occurs at a lexical level and not at a 
perceptual level in previously reported experiments. Secondly, various 
experiments, discussed in the previous sections, manipulate the congruence link 
between knowledge and coloured target at a ‘colour category’ level and not at the 
level of specific hues. However, it is possible that colour simulation involves 
simulation of specific hues (e.g., dark green, light green) rather than the general 
‘colour category’ (e.g., green). We develop these two problems in the two 
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following sub-sections and based on the literature, we try to put forward ideas in 
order to overcome these limitations.  
 
6.1. Lexical Influence? 
 
Studies on categorical perception of colour have shown that response times to 
discriminate two hues belonging to two different colour categories (e.g., green 
hue vs. yellow hue) are shorter than response times to discriminate two hues 
belonging to the same colour category (e.g., dark green vs. light green; see 
Goldstone & Hendrickson 2009 for a review). Bornstein & Korda (1984) have 
developed the idea that this difference could be due to the intervention of two 
cues in order to discriminate two hues from two different categories (i.e. 
between-category discrimination): a perceptive cue and a lexical cue. However, 
only the perceptive cue would be used to discriminate two hues from the same 
category (i.e. within-category discrimination). This idea is similar to the ‘Whorf 
hypothesis’ according to which colour perception could be influenced by lang-
uage (i.e. colour labels; see Kay & Kempton 1984). 
 Recently, a number of works have confirmed this hypothesis. For example, 
Roberson and Davidoff (2000) carried out an experiment where every trial started 
with the brief appearance of a coloured target on the screen. This was followed 
by a 5 second delay. Then two colours appeared. Participants had to choose 
which of the two colours corresponded to the first coloured target (i.e. ‘two 
Alternative-Forced Choice’ task). The two coloured choices either belonged to the 
same category (i.e. within-category discrimination) or to two different categories 
(i.e. between-category discrimination). During the five second delay, participants 
either (i) faced a white screen (i.e. control condition), either (ii) had to follow a 
curbed line with the eyes (i.e. visual interference), either (iii) read a list of words 
(i.e. verbal interference). Results show a classic effect in the control condition: 
participants are faster to discriminate the target colour when the two colours 
belong to two different categories. This effect persists even with a visual 
interference. However, the effect disappears when the interference is of a verbal 
nature. Roberson & Davidoff (2000) explain that the verbal task disrupts the 
retention of the label of the colour of the target. This disruption cancels the lexical 
cue supposed to create an advantage in the between-category discrimination 
task, which induces a disappearance effect. This result thus confirms the 
involvement of a lexical cue in a between-category discrimination task (see 
Pilling et al. 2003 for identical results). 
 Gilbert et al. (2006) carried out another experiment confirming this 
conclusion. Participants had to discriminate two targets which appeared 
simultaneously on the screen. At each trial, twelve coloured squares were 
presented in a circle. One square among the twelve was presented in a different 
hue. The participants’ task was to detect as fast as possible if this different square 
had appeared on the left or right side of the circle. The hue of the target square 
could either belong to the same category as the other squares or to a different 
category. Gilbert et al. (2006) observe a ‘categorical perception effect’ only when 
the targets were presented on the right side of the circle. Authors explain these 
results by the fact that the right part of the circle is situated in the right visual 
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field which is linked to the left hemisphere dedicated to language processing. 
Consequently, this result would confirm the involvement of linguistic processing 
during colour perception, at least during a between category discrimination task 
(see also Drivonikou et al. 2007).  
 Recently, Siok et al. (2009) carried out an experiment in which they directly 
focused on the cortical structures activated during a between- and a within-
category discrimination task. For this, Siok et al. (2009) used the same procedure 
as Gilbert et al. (2006); however, this time participants’ cortical activity was 
recorded by fMRI. The results highlight an activation of the areas involved in the 
processing of language when participants have to discriminate a square target 
coloured in a hue belonging to a category different to the other squares (i.e. 
between-category discrimination task). This last study reinforces, in the same 
way as the two previous ones, Bornstein & Korda (1984)’s hypothesis according 
to which between-category discrimination involves two cues: a perceptive and a 
lexical cue.  
 Taken together, these results confirm the possibility that colour perception 
involves lexical processes, at least in a between-category discrimination task. 
Previous results demonstrating that colour-related knowledge influences colour 
perception all used between-category discrimination tasks. For instance, in one of 
our experiments (Heurley et al. 2012), the perceptual targets were composed of 
two coloured circles that appeared in the same colour (i.e. they belonged to the 
same colour category) or in a different colour (i.e. they belonged to two different 
colour categories). In the work of Nijboer et al. (2006), various primes were used 
that belonged to different categories, the authors never used different hues of a 
same colour category. Richter & Zwaan (2008) tried to control the link between 
the two different colour targets that participants had to compare in order to 
obtain colours that belonged to the same lexical category. They did a pre-test 
where participants had to name the colour of various targets used. It seems that, 
at least for various couples of colours used, a colour would imply different colour 
labels. Accordingly, it is possible that in these various experiments, the colour 
perception task used implied lexical processes. This is an issue because lexical 
cues used in order to perceive colour could be influenced by colour labels 
associated with colour-related knowledge. Consequently, the influence observed 
could be the result of a form of lexical priming of the label rather than perceptual 
priming. In order to ensure this possibility, further experiments would need to be 
developed in which participants would have to carry out a within-category 
discrimination task on coloured targets primed by congruent or incongruent 
colour-related words. Indeed, this type of task only seems recruit low-level 
perceptual processes. Accordingly, if retrieval of colour-related knowledge 
involves a colour simulation process that influences colour perception via 
neuronal pattern interference, we would always observe perceptual priming. 
 
6.2. Simulation of Hues?  
 
The second problem concerns what is simulating in colour simulation? All the 
experiments reported here agree, implicitly, on the idea that colour simulation is 
the simulation of ‘colour categories’ and not specific hues. Indeed, all studies 
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control the link of congruence between prime and target at a level of colour 
category. For instance, Richter & Zwaan (2009) used names of colour categories 
(e.g., BLUE, YELLOW, GREEN) that matched or mismatched with coloured 
targets at a level of colour categories (e.g., blue, yellow, or green patches). In 
Heurley et al. (in press) or in Nijboer et al. (2006), words used represented objects 
associated with a colour (e.g., BANANA, TOMATO, ARTICHOKE), that matched 
or mismatched with coloured patches also at a level of colour categories (e.g., 
yellow, red or green patches). More precisely, in Heurley et al. (2012, in press), we 
used for instance the word ‘LETTUCE’ and the word ‘ARTICHOKE’ presented 
just before two simultaneous green patches in each trials (i.e. congruent trials) or 
two simultaneous yellow patches (i.e. incongruent trials). In the congruent trials, 
there was congruence because the labels of the colour associated with the words 
and with the patches were similar (i.e. label ‘green’). Indeed, the difference of 
hues associated with the object was not taken into account. For instance, the fact 
that the hue of green associated with the word ‘LETTUCE’ is lighter than the hue 
of green associated with ‘ARTICHOKE’ was not taken into account because the 
same green colour was used as target each time. Consequently, the link of 
congruence between words and patches was controlled at the level of colour 
category and not at a level of specific hue. 
 At the perceptual level, discrimination of specific hues of a ‘colour 
category’ seems natural. For instance, in Beauchamp et al. (1999), participants 
were able to discriminate various hues of a same colour category in order to 
discriminate if the various patches were arranged from a dark hue to a light hue 
or were arranged in a disorderly manner (see also Simmons et al. 2007; Hsu et al. 
2011, 2012). Results of studies on categorical perception of colour also support 
this capacity. Indeed, participants are able to discriminate various hues of a same 
colour category in within-category discrimination tasks (Roberson & Davidoff 
2000; Pilling et al. 2003; Gilbert et al. 2006; Drivonikou et al. 2007; Siok et al. 2009). 
Finally, a recent study on colour memory also reinforces this possibility. In the 
experiment of Allen et al. (2011) participants had to adjust a test patch in order to 
look like the patch seen just before. Each trial was divided in three phases. In the 
‘learning phase’, participants saw a coloured circle during 60s and were instruct-
ed to memorize the colour. Then in a retention phase, participants had to count 
during 120s. More precisely, beeps indicated to participants to say out loud a 
number from 0 to 9 in a random order. The goal of this task was to prevent verbal 
rehearsal of the colour test. In a test phase, participants had to set the new central 
patch to look like the test colour they remembered seeing previously. Moreover 
in order to test the role of working memory, participants were divided in two 
groups: one group with high working memory capacity and the other with low 
capacity, tested via the ‘Reading Span’ and the ‘Operation Span’ tests (Daneman 
& Carpenter 1980; Unsworth et al. 2005). Results showed that the differences 
between coordinates of the selected colour and colour learning, in the specific 
colourimetric model used, were relatively low suggesting that participants had a 
good capacity to remember specific hues of learning colour (see also Olkkonen et 
al. 2008; Witze et al. 2012). Let us note that this result was found for the two 
groups of participants showing the independence of working memory capacity. 
Taken together, these results support the idea that participants are able to 
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discriminate different hues. Consequently, if colour simulation is really a neuron-
al simulation of colour perception, colour simulation can involve simulation of 
hues, not just ‘colour categories’.  
 One result of Hsu et al. (2011), already presented, partially supports the 
possibility to simulate specific hues in word reading. Indeed, in their 
experiments, participants first saw two words on the screen representing two 
colour-related objects. Then, a third word would appear on the screen and 
participants had to choose the object that was associated with the most similar 
colour. In one of the two blocs, the three words belonged to the same colour 
category and similarity occurred at a level of specific hue. For instance, 
participants had to compare the target word ‘SCHOOL BUS’ with two words also 
associated with the colour yellow: ‘BUTTER’ and ‘EGG YOLK’. In this case, the 
answer was ‘EGG YOLK’ because its yellow hue is closest to the yellow hue of a 
school bus than to the yellow hue of butter. In this condition, Hsu et al. (2011) 
observed an activation of the fusiform and lingual gyri that are also involved in 
colour perception. Accordingly, this result seems to suggest the possibility to 
simulate specific hues in word reading. Nevertheless, a major question remains 
open: can hue simulation influence hue perception? Indeed, no work seems 
designed to test this hypothesis whereas it is a possible prediction of the simu-
lationist approach of knowledge/perception interaction. In order to test this new 
prediction, further experiments would need to control the link of congruence bet-
ween colour-related knowledge and coloured targets at the level of specific hues.  
 In this section, we developed two limits of current works supporting the 
simulationist approach of knowledge/perception interaction in colour percepti-
on. Firstly, we developed the idea that perceptual tasks generally used could 
involve lexical processes that could explain the observed priming without the use 
of a simulation process. To overcome this possibility, we propose to use within-
category colour discrimination tasks in order to ensure the recruitment of lexical 
processes. Secondly, we developed the possibility that colour simulation could 
involve simulation of specific hues. Indeed, up to now, experiments have only 
controlled the congruency link at the level of colour category and absolutely not 
at the level of specific hues. Consequently, it is not possible to know if colour 
simulation can influence perception at a hue level. To overcome this limitation, 
new experiments must be carried out controlling the link of congruency at the 
level of specific hues. 
 
 
7. Conclusion 
 
“How can perception be altered by language?” was the fundamental question of 
this article. Indeed, various studies have pointed out the influence of colour-
related knowledge on object and colour perception (Tanaka & Presnell 1999; 
Naor-Raz et al. 2006; Mitterer et De Ruiter 2008; Theurriault et al. 2009). Thus, the 
article does not focus directly on the language function but more precisely on 
how language can interact with perception, specifically with colour perception. 
We assumed the relevance of the simulationist approach which defends a specific 
form of retrieval using the same neuronal substrate than low-level perception. 
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We developed the hypothesis that the use of a common structure creates a 
meeting point for language and perception by coordinating the two through the 
neural bases of a distributed memory. Results from neuroimaging studies 
studying neuronal bases of colour perception and colour simulation allow us to 
conclude that these two functions are supported by two distributed neuronal 
networks (Shuren et al. 1997; Bartolomeo et al. 1998; Simmons et al. 2007; Hsu et al. 
2011, 2012). These two networks can interact at particular point and also seem 
independent. Consequently, we develop the idea that colour-related knowledge 
and colour perception can interact through a process of pattern interference 
(Masson 1995). Based on this idea, we suggest the possibility that colour 
simulation and colour perception can interact in a bi-directional way even when 
colour simulation and colour perception are slightly separated in time. In other 
words, we expected the possibility to obtain a priming effect between colour 
simulation and colour perception. In support of this hypothesis, we discussed 
results showing (i) an influence of words denoting colour or colour-related 
objects on a subsequent low-level colour processing (Heurley et al. 2012, in press, 
Richter & Zwaan 2009), and (ii) results that suggest a reverse influence, from 
perception to language processing (Nijboer et al. 2006; Gebuis et al. 2009; Richter 
& Zwaan 2009). These various works are in accordance with the simulationist 
view; nevertheless we also develop two limitations of these studies. Indeed, these 
works all used between-category colour discrimination tasks that allow the inter-
vention of lexical processes in colour perception, not only perceptual processes 
(Bornstein & Korda 1984; Pilling et al. 2003; Roberson & Davidoff 2003; Gilbert et 
al. 2006; Drivonikou et al. 2007). This limitation is important because the priming 
effect observed can be potentially explained in terms of lexical priming rather 
than perceptual priming. The second limitation is that these works control the 
congruency link between prime and target at the level of ‘colour category’ rather 
than at a level of specific hue. But, if colour simulation is a neuronal simulation of 
colour perception, hue simulation can be expected because hue perception is 
possible (e.g., Beauchamp et al. 1999; Simmons et al. 2007; Allen et al. 2011; Hsu et 
al. 2011, 2012). In order to overcome these two limitations and to support and 
extend the simulationist explanation, we propose new experimental controls. 
 To conclude, we would like develop two other untested predictions of the 
simulationist view. First, it is possible to expect an effect of delay that separates 
colour simulation and colour perception. Indeed, activation of a neuronal pattern 
can imply a refractory period of their constitutive neurons that preclude their 
immediate re-use. Consequently, it is possible that with a short SOA, the 
influence would not be obtained or a slowdown could appear. A slowdown of 
response times when the previous simulation is congruent with the actual 
perception has been obtained in two studies. For instance, in the experiment of 
Estes et al. (2008), a slowdown of response times was observed when prime 
words were associated with a spatial location identical to the location where 
subsequent perceptual targets appeared (e.g., the word ATTIC followed by a 
perceptual target on the top of the screen). Meteyard et al. (2007) studied the 
impact sentence implying a lateral movement towards the right or the left-hand 
side on the perception of a moving stimulus. Once again, when the simulated 
and perceived movements were identical, response times were longer. These 
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works allow the possibility to observe the same slowdown for a particular SOA 
in the case of colour perception. 
 A second possible prediction concerns the neuronal process 
underlying the influence of colour simulation on colour perception. 
Possible insight comes from the work of Kristjánsson et al. (2007) who focused on 
the neuronal correlates of the perceptual priming of colour. Kristjánsson et al. 
(2007) replicated the experiment of Maljkovic & Nakayama (1994) while cortical 
activity was recorded by fMRI. Three coloured diamond shapes placed as a 
triangle were presented to the participants. The right or left diamond shape 
placed at the base of the triangle was presented in a different colour. Participants 
simply had to say in what form appeared the target coloured differently from the 
others. Kristjánsson et al. (2007), in the same way as Maljkovic & Nakayama 
(1994), observed a priming effect when the colour of the target was the same 
during two consecutive trials in comparison to when the colour of the target 
changed from one trial to another. Moreover, Kristjánsson et al. (2007) observed a 
decrease of the BOLD signal (Blood Oxygen Level Dependent) in the visual areas 
involved in the perception of colour. This ‘suppression effect’ is often observed in 
perceptual priming tasks and is seen to be the neuronal correlate to perceptual 
priming (for a review see Wiggs & Martin 1998). In the case where the priming 
effect observed when colour simulation precedes colour perception results from 
perceptual priming, it is possible to expect the same decrease of the BOLD signal 
in the visual areas involved in the perception of colour. Such a result could bring 
to light the fact that colour simulation and colour perception recruit the same 
neuronal substrate as well as the fact that the influence of colour simulation on 
colour perception is supported by the same neuronal process as colour priming.  
 Finally, in this article, we developed a functional consequence of grounded 
and embodied language on the sensorimotor areas of the brain: the possibility 
that language can influence perception through a simulation process (and also 
the reverse influence). Not only did we focus our attention on how cognition and 
language are embodied or grounded but we also focused our attention on the 
functional consequence of embodying cognition for the cognitive system. In line 
with recent work of the embodied and grounded approach (Wu & Barsalou 2009; 
Barsalou 2003; Pulvermüller 2010), we tried to build explanations for cognitive 
functioning without a symbolic and amodal architecture. According to this 
approach, memory, knowledge, language and perception function in a 
coordinated way which can either alter or facilitate perception. We agree that this 
view needs more work in order to overcome various limitations and to test other 
possible predictions. However, it seems an interesting way to conceive the 
language/perception interaction while including the constraints of the neuronal 
substrate underlying cognitive functioning. 
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Digitized Fossil Brains: Neocorticalization 
 

Harry J. Jerison 
 

 
This report is based on 3D digital scans of endocasts of 110 species of fossil 
mammals and 35 species of living mammals. It presents direct evidence of the 
last 60 million years of brain evolution. Endocasts are casts of the cranial cavity. 
They are brainlike in size and shape, and their surface features can be named as 
if they were brain structures. Although endocast data are restricted to outer 
surfaces of brains, a few inferences about inner structure are possible. Neocortex 
in the forebrain, for example, is identifiable and measurable as cerebral 
forebrain on the endocast dorsal to the rhinal fissure. An important result in this 
report is that surface area of neocortex as identified on endocasts appears to 
have reached a maximum of about 80% of the total endocast surface area in 
anthropoid primates including humans. This may be a fundamental limitation 
in brain size. The average neocorticalization percentage for mammals as a whole 
rose from about 20% to about 50% of the surface area during the 60 million years 
covered by this analysis. Neocorticalization is associated with the evolution of 
higher mental processes, including the evolution of language as a hominin 
specialization. The limitation of the increase in relative amount of neocortex is 
similar in all anthropoids. Neocortex is greater in absolute area in living humans 
because the total size of the hominin brain is so much larger than in other 
primates.  
 
 
Keywords: cerebral cortex; encephalization; neuroimaging; primates 

 
 
 
 
1. Introduction 
 
The evolution of the brain is analyzed with fossil endocasts arranged according to 
geological age. This direct information on the brain’s evolution provides a context 
for the data of comparative neuroanatomy of brains of living species such as those 
reviewed by Hofman (2012) and by Kaas (2012), although in endocasts many 
comparative neurological measurements are impossible. Cortex buried in sulci and 
fissures is not observable, nor are data on white matter versus gray matter. My 
digitizing procedure provides error-free measurements of endocasts, most unusually 
of surface areas otherwise unmeasurable on irregular solids. The program also 
provides familiar measurements of lengths and volume (see http://headus.com.au). 
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The measurements of surface area, as I will review them, show that progressive 
neocorticalization occurred in mammalian evolution. It would be fruitful if 
comparative neuroanatomists would routinely add information on the outer surface 
areas to reports on micro and molecular anatomy of brains they study to improve the 
correlation between fossil data on endocasts with their data on living brains. 
 Endocasts are not brains. They are usually rock, plaster, or latex casts molded 
by the cranial cavity. In birds and mammals they are remarkably brainlike in size 
and shape. The literature on the evolution of the brain is usually on the comparative 
neuroanatomy of living brains with living species arranged as if they represent a 
phylogenetic tree. Fossil endocasts represent a more truly evolutionary pattern of 
brain evolution, which can help anchor the data of comparative neuroanatomy. 
Endocasts, however, are limited to data on external surfaces. In this report I present 
measurements of external surface area in endocasts in the centimeter-gram-second 
(cgs) system and present an illustrative example of the use of such measurements to 
analyze the evolution of neocorticalization. 
 Endocasts are not always perfect pictures of brains, but the natural endocast in 
Figure 1 shows just how good an image they provide. That endocast is of the 37 Ma 
(million years ago) artiodactyl Bathygenys reevesi, one of the many fossil nonprimate 
brains in my sample. My conclusions are based on measurements of endocasts of 
many species of mammals including those of primates. This report is on the 
evolution of neocortex in mammals during the past 60 million years. Cerebral cortex 
is a uniquely mammalian trait, and Bathygenys is a fine example of the identification 
of that trait in a fossil mammal’s endocast. For biolinguistics as a trait that evolved I 
will emphasize primate neocortex, of course, but all of the mammals that I have 
worked with provide as good an example of the identification of neocortex. My 
judgments are about behavioral capacities controlled by neocortex in all mammals 
and can be applied in particular to neocortical control of language in the human 
species. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1:  Natural endocranial cast of Bathygenys reevesi, a late Eocene artiodactyl that lived about 37 
million years ago. The cast is University of Texas specimen 40209-431 from the Big Bend region of the 
Rio Grande River in North America (Wilson 1971; see also Jerison 1979, Macrini 2009)	  
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2. Methods and Results 
 
The utility of one’s measurements depends on the quality of the endocast as an 
image of the brain. Figure 1 of the endocast of Bathygenys reevesi shows how good the 
image can be. Laser scans in turn provide accurate information on volume, length, 
and surface area of any endocast, but because olfactory bulbs are often distorted in 
endocasts I exclude them from my computations. My scanning software enables me 
to mark surface area for measurement. Those for Bathygenys are in the legend to 
Figure 2, which shows how the scanned image is actually clearer than the natural 
endocast in illustrating the important presence of the rhinal fissure. An endocast is a 
picture only of the brain’s outer surface, but there is a good relationship between the 
area hidden in the convolutions and the total area. Endocast surface area is a good 
base for reasoning about total cortical surface and its implications for the evolution 
of higher mental processes. The surface area of the cerebral cortex is recognized as 
estimating the total number of neurons, of information processing units.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2:  Laser scan of Bathygenys reevesi. Top is lateral view of 3D image; bottom is dorsal view 
with marked half of the neocortical surface area in green. Rhinal Fissure is very evident. Endocast 
length = 5.2 cm; volume = 11.9 ml; total surface area = 34 cm2; olfactory bulb surface area = 2.5 cm2; 
total neocortex surface area = 9.4 cm2. Neocorticalization ratio = 9.4/(34-2.5) = 30%	  
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 The measurement of neocorticalization depends partly on one's ability to mark 
the limits of neocortex. This region is visible on the lateral surface of the brain and 
endocast. Its ventral border is the rhinal fissure; anterior border is at the entry of the 
olfactory tract; a dorsal border is at the midline, and posterior border is at the end of 
forebrain. None of these borders are perfectly visible and depend on the judgment of 
the investigator. Because of artifacts introduced by measurements of olfactory bulbs 
in fossils I always subtracted their surface area from total endocast surface area. 
Neocorticalization was then measured as the surface area of neocortex in cm2 relative 
to the entire endocast surface area reduced by olfactory bulbs. In the case of 
Bathygenys it was 30%. Slightly less than 1/3rd of the endocast/brain of Bathygenys 
was devoted to neocortex.  
 In addition to the measurement of surface area of neocortex relative to the rest 
of the brain one determines the geological age of one’s fossils. Bathygenys marks the 
Chadronian at the end of the Eocene, which was about 37 million years ago (37 Ma). 
 A word now about the use of the Rhinal Fissure as a ventral margin of neocor-
tex. Examining many slides in the Wisconsin brain collection this fissure is evident in 
all 275 of their species of mammals. Figure 3 shows additional evidence in the Arma-
dillo. Rhinal fissure is marked on the lateral surface of the brain. A section about mid-
way through the neocortex of this species (Wisc 60-465) shows the heavily stained 
layer of nerve cells in the cerebral cortex ventral to the rhinal fissure. This is Lamina 
II of the cortex and is a landmark identifying paleocortex as opposed to neocortex. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3:  Armadillo (Dasypus novemcinctus) Top: Section through the brain, showing the heavy 
staining of paleocortical Lamina I of the section ventral to the rhinal fissure. Bottom: Lateral views of 
whole brain; Rhinal Fissure marked on the right hemisphere of the brain showing its origin at the 
border of the olfactory tract as it enters the brain	  
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 Acknowledging our interest in primate evolution my scan of an Eocene prosi-
mian primate endocast, Adapis parisiensis, is shown in Figure 4. Its neocortex is as I 
marked it. The living galago brain beside it happens to be about the same size, 10 ml 
or so. The images of the fossil endocast and of the living brain are remarkably simi-
lar, but differences are also evident. Galago neocortex covers a larger portion of the 
surface area. Rhinal fissure is partially masked in both specimens by ventral neocor-
tex. An important point can be made about the apparent size of the medulla. It is 
much thicker on the endocast than on the brain. This reflects the fact that the 
‘medulla’ of the endocast is actually a cast of the foramen magnum. This entry of the 
spinal cord as medulla into the cranial cavity is enlarged to contain blood vessels 
and the venous cisterna magnum that surround medulla. (I have argued that this cis-
tern is part of a cushioning system that protects medulla from ballistic brain move-
ments within the cranial cavity. It is, therefore related to both brain size and body 
size. The dimensions of the foramen magnum have been used to estimate body size 
for analysis of encephalization. Although dimensions of medulla are excellent for 
this purpose those of the foramen magnum as an independent variable to replace bo-
dy size in allometric analysis ‘confound’ a brain size effect with the body size effect.) 
  In Adapis the percentage of neocortex area relative to whole brain area was 
51% as I measured it. This degree of neocorticalization is obviously greater than in its 
contemporary the artiodactyl, Bathygenys. I have no data on neocorticalization in the 
brain of Galago which was prepared at the University of Wisconsin, but it is clearly 
greater than my measure on the Adapis endocast. This pattern in differential brain 
evolution is evident in most of my data. With respect to encephalization, Adapis 
weighed about 1700 grams. Galago weighs about 250 grams. The similarity of the two 
brains in size as well as shape is striking, reflecting the much greater encephalization 
of the living lemuroid compared to its Eocene relative. The comparisons of brain and 
endocast in these prosimians support our treatment of endocasts as brains. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4:  Endocast of late Eocene prosimian, Adapis parisiensis (Field Museum specimen 59259) and 
living Galago senegalensis (U Wisc 61-686), both about the same size, about 10 ml. (by permission) 
 
Another reservation about the comparability of endocasts and brains is evident in 
hominin brains in Figure 5. This illustration is in four parts. At the top is a 
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photograph of lateral views of the human brain in the Wisconsin Brain Collection. 
Left hemisphere is at the left and the right hemisphere at the right. Those familiar 
with living brains at autopsy will immediately recognize that as in a large majority 
of human brains the Sylvian Fissure of the left hemisphere is longer than the right. 
The lengthened Sylvian allows space for Heschl’s gyrus buried in the region of the 
insula. Hemispheric asymmetry in this respect has frequently been measured and 
analyzed in the human brain. Neither of the endocasts in the lower half of Figure 6 
provides an image of the Sylvian fissure. The Falk endocast is significant for other 
reasons (Falk 2012), showing the layout of cerebral arteries, which are not visible in 
the endocast at the lower right, prepared from MRI. For our analysis of the evolution 
of the capacity for language I regret the absence of surface features in endocasts that 
represent measurable language areas in the brain. Unlike the Sylvian Fissure the 
Rhinal Fissure and other boundaries of neocortex as present in endocasts enable one 
to measure and analyze neocorticalization. The new data in this report are on neocor-
ticalization, which is also important for the evolution of language in hominins. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5:  Views of the human brain. Preparation at autopsy at the top from the Wisconsin brain 
collection. Endocast at bottom left is from Dean Falk’s endocast collection and had been prepared from 
a skull collected for anthropological collections (Falk 1992, by permission). Endocast at the bottom 
right is from an elderly human prepared from an MRI scan in the author’s collection.  
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3. Results: Neocorticalization 
 
Figure 6 graphs a quantitative analysis of neocorticalization as measured on 
digitized images of mammalian endocasts. I am in the midst of a monograph for the 
Field Museum in Chicago with more details on my collection of these images: about 
150 species of mammals. Digitization was with laser scans (see http://hjerison.bol. 
ucla.edu). Many of my scans are of specimens collected by the late Professor Len 
Radinsky of the University of Chicago who deposited them at the Field Museum to 
form its Radinsky Collection.  
 A general point about the data of Figure 6. We see how primates are all ‘above 
average’. I do not label the data on other groups in this graph. I could have identified 
a dozen species of equids, for example, which are first known in the fossil record of 
about 55 Ma. A side issue for us, they have been ‘average’ (near the regression line) 
for most of their evolutionary history. Marsupials as a group have always been 
‘below average’ as have most of the fossil Neotropical species of South America. 
These are secondary matters for biolinguistics but appropriate for a broad picture. 
For this report I present the data most relevant for the evolution of language, in 
particular in the human species. I place my statistical words in quotation marks to 
acknowledge the questionable theoretical status of my regression analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6:  Neocorticalization ratios measured by the surface area of neocortex relative to whole 
endocast surface area. Fossil sample marked by dots and circles, living sample by squares.  
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 The graph in Figure 6 shows a regression equation fitted to all of the fossil 
data. The unit X is in millions of years before the present (Ma). For example the pre-
sent geological age has Ma = X = 0 and the ‘average’ neocorticalization is now 0.51, 
or 51%. That means that at present an average mammal has 51% of its brain’s surface 
area devoted to neocortex. The earliest graphed geological age is 60 Ma. At X = –60 
the average amount of neocorticalization was (.005)(–60) + .51 = 0.51–0.3 = 0.21. 21% 
of the surface area of the brain of the average mammals of 60 Ma was devoted to 
neocortex. The linear regression equation fitted to the data may be interpreted as 
showing an average of 5% increase in neocortex in mammals per 10 million years. 
 If we are not carried away by the use of averages this is a fine way of sum-
marizing what we observe. Regression analysis is based on working with a sample 
taken randomly from its population, and it is well to keep that in mind. The primates 
in Figure 6 form a fine cohort for our purpose. The four Eocene species were 
prosimians (Infraorder Strepsirrhini) related to living lemuroids. The four Plio-
Pleistocene species were two australopithecines in the hominin lineage and two pro-
simians. Two points of interest: Both groups of primates were ‘above average’ in 
neocorticalization that is described by the regression line. With respect to the theory 
of regression analysis they do not represent a random selection from the mammals 
as a class. But it is helpful to recognize that there is something about brain size in pri-
mates that makes them a specialized order of mammals with respect to enlarged 
brains. 
 
 
4. Discussion 
 
The most unusual feature of the graph for me was the comparison between living 
and fossil primates. Here are a few of the numbers. The two australopithecines are 
Taung and Sk 1585 (Swartkrans) and were respectively 80.5% and 77.2% neocorti-
calized. I have two human skulls collected by Falk (2012) in my living primate 
sample, and these are 80.0% and 77.7% neocorticalized. I have one chimpanzee and 
it’s 80.7% neocorticalized, which makes it my top performer by 0.2%. I have a Patas 
monkey from Africa, and it is 78% neocorticalized. I have two New World Saki 
monkeys and these are 78.0% and 79.0% neocorticalized. The point is that neocorti-
calization in primates has topped out at about 80%. I have guessed that the growth 
of mammalian brains is limited with respect to the amount of neocortex that is 
developed. This is presumably genetically determined. 
 Assuming a genetic developmental barrier of 80%, one can prepare an oddly 
inverted picture of the evolutionary enlargement of brain size in hominids. Imagine 
a scenario in which the beginnings of language appeared in very early hominins, 
perhaps in australopithecines (Jerison 2001, 2007; Falk 2012). Even in its early stages 
and like all new traits this must have required at least moderately extensive neural 
network for its control. The network is now certainly much more extensive. I am 
impressed by recent publications of colleagues (e.g., Pulvermüller 2010; see also Brai-
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tenburg & Schuez 1992) that display the remarkably extensive neocortical neural net-
works involved with language. Broca’s and Wernicke’s areas are only a fraction of 
those revealed by brain scans of living humans performing language tasks. My spec-
ulation is straightforward. Assuming a selective advantage for the early adaptations 
and the later developments of language in our hominin lineage there would have to 
be space for the language network in the neocortex. To enlarge our neocortex there 
remains the 80% barrier. Hence, to produce an appropriately enlarged mass of neo-
cortex the whole brain would have to be enlarged. My speculation is that the 
remarkable extent of human evolutionary encephalization resulted from selection to 
provide additional neocortex in the face of the 80% barrier. 
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Language and gesture are highly interdependent systems that reciprocally 
influence each other. For example, performing a gesture when learning a 
word or a phrase enhances its retrieval compared to pure verbal learning. 
Although the enhancing effects of co-speech gestures on memory are known 
to be robust, the underlying neural mechanisms are still unclear. Here, we 
summarize the results of behavioral and neuroscientific studies. They 
indicate that the neural representation of words consists of complex 
multimodal networks connecting perception and motor acts that occur 
during learning. In this context, gestures can reinforce the sensorimotor 
representation of a word or a phrase, making it resistant to decay. Also, 
gestures can favor embodiment of abstract words by creating it from scratch. 
Thus, we propose the use of gesture as a facilitating educational tool that 
integrates body and mind. 
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1. Introduction 
 
When people speak, they spontaneously gesture. They do this to illustrate or to 
emphasize what they say (Hostetter 2011). When children acquire language, they 
also gesture. In particular, pointing has been described as a precursor of spoken 
language (Goldin-Meadow 2007; Tomasello et al. 2007). People trying to express 
themselves in a foreign language make use of gestures. The gestures help to 
convey meaning and to compensate for speech difficulties (Goldin-Meadow 2003; 
Gullberg 2008). Learners of a foreign language also express their provenience in 
intercultural settings through the gestures they use (Gullberg & McCafferty 2008; 
McCafferty 2008; McCafferty & Stam 2008). Foreign language teachers use 
gestures as a tool which favors and enhances the language acquisition process 
(for reviews, see Kusanagi 2005; Taleghani-Nikazm 2008). 
 However, gestures can do even more: If they are performed during learn-
ing of words and phrases, they enhance memory compared to pure verbal encod-
ing (Zimmer 2001a). Also, gestures accompanying foreign language items en-
hance their memorability (Quinn-Allen 1995; Macedonia 2003; Tellier 2008) and de-
lay their forgetting. Why this happens is the question we will discuss in this paper. 
                                                
      We thank Bob Bach for comments on previous versions of the manuscript. Contract grant 
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2. The Effect of Gestures and Verbal Memory: A Brief Historical Overview 
 
Over the past three decades, laboratory research has shown that action words or 
phrases such as cut the bread are memorized better if learners perform or 
pantomime the action during learning than if they only hear and/or read the 
words (Engelkamp & Krumnacker 1980; Saltz & Donnenwerthnolan 1981). Dif-
ferent research groups working on this topic gave the effect of gestures on verbal 
information different names: ‘enactment effect’ (Engelkamp & Krumnacker 
1980) and ‘self-performed task-effect’ (Cohen 1981). Many experiments using 
various materials (verbs, phrases, actions with real objects, common, and bizarre 
actions), tests (recognition, free, and cued recall) and populations (children, stu-
dents, elderly subjects, people with memory impairments have independently 
replicated this effect, for reviews, see Engelkamp 1998; Nilsson 2000; Zimmer 
2001b). Interestingly, not only healthy subjects showed a benefit in retrieval of 
enacted information (Rusted 2003); likewise, mentally impaired subjects (Cohen 
& Bean 1983) and patients suffering from memory impairments such as mild to 
moderate dementia (Hutton et al. 1996) profited. Also, it was demonstrated that 
during stroke rehabilitation, patients can enhance their memory performance 
through enactment (Nadar & McDowd 2008). More recent studies with children 
have also reported positive effects on learning for action/object phrases (Mecklen-
bräuker et al. 2011). 
 Besides enhancing the quantity of memorized items and prolonging their 
longevity, enactment also improves the accessibility of the learned words. In free 
recall tests, Zimmer et al. (2000) observed that enacted items pop out of the mind 
effortlessly. In recognition tasks, reaction time is better for enacted encoding 
(Masumoto et al. 2006) and this occurs independently of the subjects’ age (Free-
man & Ellis 2003). Also, recent experiments have demonstrated better accessi-
bility of enacted action phrases through immediate and delayed free recall tests 
on younger and older adults (Spranger et al. 2008; Schatz et al. 2011). Overall, 
compared to pure verbal learning, enactment has proven to be more effective in 
enhancing verbal memory. 
 
 
3. The Body as a Learning Tool in Foreign Language Instruction 
 
There have been attempts to integrate the body as a learning device in foreign 
language learning. The first was by Asher in the late 60s. His teaching method, 
the Total Physical Response (TPR), required students to respond with actions to 
commands that were given as imperative sentences by the teacher (Asher & 
Price 1967). TPR was intended to support not only the understanding, but also 
the memorizing, of vocabulary items that can be learned through imperatives. 
Also, Asher pointed out that focusing on listening and action performance and 
not on language production corresponds to the natural sequence of native 
language acquisition (Asher 1977). Krashen & Terrell, well known among 
language teachers for their influential Natural Approach (Krashen & Terrell 
1983), supported TPR as a learning technique for beginners because it is capable 
of involving learners in realistic language activities. However, despite its 
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potential, TPR did not succeed in developing into an everyday learning tool for 
second language instruction. There are at least two reasons for this. First, Asher 
did not conduct empirical studies: He could not demonstrate that action has a 
greater impact on the acquisition of verbal information compared to audiovisual 
strategies. Second, when Asher developed his TPR, theories based on a universal 
grammar (Chomsky 1959) considered language learning to be an innate process 
(Fodor et al. 1974; Chomsky 1975). Accordingly, like mother tongue acquisition, 
foreign language was thought to emerge by mere listening and without tools of 
instruction because it results from innate processes (Feyten 1991; Krashen 2000). 
Explicit explanation and vocabulary teaching by any means, and therefore, also 
by action, were considered superfluous. Although there were other opinions in 
the field sustaining that child language acquisition and adult foreign language 
learning are fundamentally different (Bley-Vroman 1990), the mainstream 
followed the mentalistic view of a core grammar present in the learners’ minds. 
This view implicitly ruled out the body as a possible learning device, as suggest-
ed by Asher. 
 The TPR used action as a teaching instrument. Note that action and 
gestures are not equal (Kendon 1981; McNeill 1992). In order to enact the word to 
drink, one can perform the action of drinking and drink some liquid. However, 
the gesture related to this word can also be simulation of drinking without glass 
and without liquid. Also, the word to drink can be illustrated by shaping a ‘c’ with 
a hand and raising it toward the mouth. In foreign language lessons, both can 
occur: action and gestures are used. 
 In the eighties and nineties, gestures came into play in foreign language 
instruction embedded in a broader framework of lessons involving drama 
(Mariani 1981; Schewe & Shaw 1993). Carels (1981) proposed the systematic use 
of pantomimic gestures in foreign language learning. Importantly, he suggested 
that these gestures should not only be performed by the teacher, but also by the 
learner, as a memory supporting strategy. He illustrates a two-step procedure. 
First, the teacher narrates the text and pantomimes vocabulary items that are 
unknown or difficult to understand. Thereafter, learners repeat the text and the 
pantomimes, in order to consolidate the acquisition of the novel words. Mace-
donia (1996) adopted a similar approach and described the use of iconic, meta-
phoric and deictic gestures in Italian lessons for German speaking university 
students. Particularly, she observed the beneficial effects of gestures on memory. 
However, these papers were merely descriptive and lacked empirical evidence 
for the use of gestures. 
 
 
4. The Effects of Gestures on Memory for Foreign Language Words and 

Expressions 
 
The first systematic study on the impact of gestures on memory for verbal 
information in a foreign language was conducted by Quinn-Allen (1995). She 
taught English-speaking students 10 French expressions (e.g., Veux-tu quelque 
chose à boire? ‘Do you want something to drink?’) by accompanying the expres-
sions with illustrative, semantically related gestures typical of French culture. 
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For example, the gesture paired with the above sentence was performed by 
pointing the thumb toward the open mouth. The study showed that better re-
sults in retrieval were achieved over the short- and long-term, i.e. immediately 
after learning and after 11 weeks, if learners had performed the gestures when 
encoding the expressions. 
 In a 14-month longitudinal study, Macedonia (2003) worked on single 
word retention. She demonstrated that verbal items belonging to different word 
categories benefited from gesture use during learning. She trained university 
students to learn 36 words (9 nouns, 9 adjectives, 9 verbs and 9 prepositions) in 
an artificial language corpus. For 18 items, participants only listened to the word 
and read it. For another 18 items, participants were additionally instructed to 
perform the gestures proposed by the experimenter. Retrieval was assessed 
through cued recall tests at five different time points. The results showed 
significantly better retrieval in the short- and long-term for the enacted items. 
 In a study with 20 French children (average age 5.5) learning English, 
Tellier (2008) presented 8 common words (house, swim, cry, snake, book, rabbit, 
scissors, and finger). Four items were associated with a picture and four items 
were illustrated by a gesture that the children saw in a video and they thereafter 
performed. Enacted items were better memorized than items enriched visually 
by the pictures.  
 Kelly et al. (2009) trained 28 young adults on 12 Japanese verbs conveying 
common everyday meanings. The words were presented according to four 
modes: (i) speech, (ii) speech + congruent gesture, (iii) speech + incongruent 
gesture, and (iv) repeated speech. The results showed that participants memor-
ized the largest number of words in the speech + congruent gesture mode, 
followed by the repeated speech mode, and the least number of words was 
memorized when they were accompanied by an incongruent gesture.  
 Another study by Macedonia & Knösche (2011) investigated the impact of 
enactment on abstract word learning. The words were learned while embedded 
in 32 sentences, each comprising 4 grammatical elements: subject, verb, adverb, 
and object. Only the nouns for the subjects were assigned concrete meanings. 
They indicated the actors. The remaining words were abstract. Twenty subjects 
participated in the study and learned according to two conditions. Words were 
either memorized audio-visually or enriched through a gesture. Gestures 
illustrating abstract words were arbitrary and had a symbolic value. Free recall 
and cued recall tests assessed the participants’ memory performance at six time 
points. The overall results indicate that enactment, as a complement to 
audiovisual encoding, enhances memory performance not only for concrete but 
for also for abstract words (nouns, verbs, and adverbs). Moreover, in a transfer 
test, participants were asked to produce new (non-canonical) sentences with the 
words they had learned during training. Enacted items were recruited signifi-
cantly more often than words learned audio-visually.  
 A study controlling for the type of gestures was conducted by Macedonia 
et al. (2011). They used a set of iconic gestures (i.e. creating a motor image and a 
set of meaningless gestures) providing mere sensorimotor input. Thirty-three 
German-speaking subjects were trained on 92 concrete nouns in a novel artificial 
corpus created for experimental purposes and based on Italian phonotactics. 
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Half of the items were encoded with iconic gestures (McNeill 1992). They 
depicted some aspect of each word’s semantics and enriched the word with a 
plausible sensorimotor connotation. The other half of the items was learned with 
meaningless gestures. They could be small (shrugging one’s shoulders) or large 
(stretching one’s arms in front of oneself). They were randomly presented when 
the subjects read and heard the word and they changed at every trial. The results 
showed significantly better memory performance for iconic gestures than for 
meaningless gestures in the short- and long-term (after 60 days), indicating that 
enhancement does not come from pure physical activity complementing the 
verbal information.  
 The results of these studies suggest that performing a gesture when learn-
ing a novel word in a foreign language or in an artificial corpus significantly 
enhances the word’s retrieval and delays forgetting compared to pure verbal 
learning. Moreover, there is evidence that gestures representing the word’s sem-
antics, or some feature of it, help to memorize better the word than meaningless 
gestures do. 
 
 
5. Possible Mechanisms Underlying the Effects of Gestures on Verbal 

Memory 
 
In the debate on the mechanisms underlying enactment, four main positions 
have emerged. The first position emphasizes the crucial role of the overt action 
performed by the learner (Engelkamp & Krumnacker 1980; Engelkamp & Zim-
mer 1985). According to this view, the physical enactment creates a motor trace 
in the memory representation of the verbal item. The second position assumes 
that doing things in a wider perspective (i.e. cognitive activities like spelling the 
word) can lead to better verbal memory (Cohen 1981, 1985). In the third position, 
imagery (i.e. a kinetic representation of the word’s semantics created through 
action) is the factor leading to improved performance (Saltz & Donnenwerth-
nolan 1981). According to the fourth position, the impact on memory is caused 
primarily by increased perceptual and attentional processes occurring during 
proprioception and/or when using objects to perform the action (Bäckman et al. 
1986). Thus memory enhancement does not come from enactment itself, as the 
motor component is not crucial (Kormi-Nouri 1995, 2001). Rather, it is the multi-
sensory information conveyed into a word that leads to deeper semantic proces-
sing and higher attention level (Knopf 1992; Knopf et al. 2005; Knudsen 2007). 
 Studies dealing with the beneficial use of gestures in foreign language 
learning explain memory enhancement in terms of depth of encoding. Quinn-
Allen (1995) observed that gestures provide an elaborated context for language; 
this enables deep processing of the verbal items and thus durability of the 
information (Craik & Tulving 1975). In her study, Macedonia (2003) proposes the 
Connectivity Model of Semantic Processing (Klimesch 1994) to account for the 
high memorability of novel words learned with gestures. Accordingly, a com-
plex code involving sensory and motor information is deep and so improves 
retrievability and resistance to decay. Tellier (2008) also addresses the question 
in terms of the depth of encoding due to multimodality; she refers to Paivio’s 
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Dual Coding Theory (Paivio 1969, 1971; Paivio & Csapo 1969) and to a possible 
motor trace left by the gesture.  
 Kelly et al. (2009) argued that gesture helps to deepen the motor image and 
thus the memory trace of a novel word. Moreover, they theorize that gestures 
can convey non-arbitrary meaning that is grounded in our bodies, since speech 
and gesture are strongly interconnected systems. In the study by Kelly and 
colleagues, within the discussion of why gesture helps to better memorize 
foreign language words, the scientists overtly address the body as a tool capable 
of supporting memory processes.  
 In their study of learning words paired with meaningful iconic and mean-
ingless gestures, Macedonia et al. (2011) find empirical evidence for the existence 
of both a motor trace and a sensory motor image connected with a novel word in 
a foreign language. More recently, Macedonia & Knösche (2011), investigated 
the impact of gestures on memory performance for abstract words learned in the 
context of sentences and proposed that performing a gesture when learning a 
word can fulfill two functions. First, it strengthens the connections to embodied 
features of the word that are contained in its semantic core representation. 
Second, in the case of abstract words such as adverbs, gesture constructs an arbi-
trary motor image from scratch that grounds abstract meaning in the learner’s 
body. 
 With their variations in experimental design, the different studies have 
shed light on the manifold aspects of enactment. The positions above are not 
mutually exclusive. Gestures paired with novel words in a foreign language en-
hance attention compared to learning the words in less complex contexts such as 
bilingual lists. Also, words enriched with gestures are complex deep codes and 
therefore better retained than shallow codes (Wig et al. 2004). However, the 
question of whether enactment favors the retention of verbal information 
because of a motor representation or due to imagery processes could only be elu-
cidated by neuroscientific experiments. In the next section, we will review re-
search on the topic published in the last 30 years. 
 
 
6. Sensorimotor Representation of Gesture in the Brain 
 
The question of whether a motor trace is left as the representation of an enacted 
word (Engelkamp & Krumnacker 1980) has been investigated by using different 
neuroscientific methods. In an event-related potentials (ERP) study, Heil et al. 
(1999) trained participants to passively listen to or to perform accompanying 
actions to phrases with imaginary objects. On testing, participants’ recognition of 
the enacted phrases scored better, and during recognition a larger fronto-central 
negativity was detected. The authors interpreted these results as indicating infor-
mation processing in the motor cortices. 
 In a Positron Emission Tomography (PET) study, Nilsson et al. (2000) also 
tested the hypothesis that enacted items show more activity in motor cortices 
during retrieval compared to verbal encoding. They trained participants in three 
learning conditions. During verbal training, participants simply rehearsed the 
command. During enactment training, participants overtly performed the actions 
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described by the commands. During imagery training, subjects were cued to ima-
gine performing the described actions. The results showed that enactment signifi-
cantly increased activity in the right primary motor cortex compared to verbal 
training. Interestingly, activity of the right motor cortex was also observed during 
verbal and imagery training.  
 Another PET study by Nyberg et al. (2001) examined brain activity in the 
motor cortices for verbally encoded, overtly enacted and covertly encoded items. 
Activity registered in motor and somatosensory areas during retrieval was com-
mon to enactment and covert encoding. These results provide evidence that both 
performing an action and imagining performing it recruit the same neural 
substrate.  
 In an experiment by Masumoto et al. (2006), participants learned action sen-
tences according to three conditions: by enactment, by observation of an agent 
enacting them, and by observation of an object mentioned in the action sentences. 
After encoding, participants performed a recognition test, during which mag-
netoencephalography data were acquired. The experiment tested the hypothesis 
that enacted action elicited activity in the motor cortex. Interestingly, only the left 
primary motor cortex was statistically relevant (participants were all right-
handed).  
 In order to clarify whether action itself (i.e. independently of its shape) 
works as a learning enhancer, Macedonia et al. (2011) conducted a study in which 
participants were cued to learn concrete substantives by accompanying them 
with either iconic or meaningless gestures. In the fMRI-scanner, participants 
performed an audiovisual recognition task of the words they had trained. In the 
contrast meaningless gestures versus iconic gestures, the latter produced activity 
in the dorsal part of the premotor cortex. This localization within the motor 
cortices was interpreted as being due to the fact that action performed during the 
training mainly involved distal movement. The dimension of activation in the left 
precentral gyrus was larger than in the right hemisphere (the iconic gestures 
were performed by right-handed subjects with their dominant limbs). However, 
the region of interest analysis of the premotor cortex demonstrated that recog-
nizing words encoded through meaningless gestures also activated premotor 
cortices. Thus, verbal material paired with action during learning leaves a motor 
trace independently of the kind of gestures used and independently of the impact 
that the gestures have on memory.  
 
 
7.  Words are Connected to Images 
 
More than three decades ago, Engelkamp & Krumnacker (1980) reasoned that the 
gesture accompanying a word is connected with an existing image of its 
semantics. Saltz & Donnenwerthnolan (1981) proposed that enactment is effective 
because it leads to the storage of a ‘motoric image’. Recent neuroscientific 
research has helped to clarify the link between motor imagery and language. 
Experiments investigating spontaneous co-speech gestures and their represen-
tation in the brain have shown different time courses and brain activity patterns 
if speech is accompanied by matching or non matching gestures. 
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 In an ERP study examining the impact of representative gestures 
accompanying speech, Kelly et al. (2004) showed participants videos of an actor 
speaking and gesturing. When talking, the actor produced gestures for the words 
tall, thin, short and wide in reference to objects present in the videos. Participants 
had to decide whether speech and gesture were congruent. Mismatching stimuli 
produced a larger right-lateralized N400, an indicator for semantic integration 
(Kutas & Hillyard 1980).  
 The sensitivity to semantic relations between gestures and words was 
similarly demonstrated in a priming experiment by Wu and Coulson (2007a, b). 
Participants had to judge whether the presented gesture-speech utterance 
followed by a related picture was either related to speech alone or to both speech 
and gesture. Here, again, the N400 component was smaller when the pictures 
were related to speech and gesture.  
 Over the years, the tight integration of speech and gesture has been 
documented in a number of ERP studies (Holle & Gunter 2007; Ozyurek et al. 
2007; Bernardis et al. 2008). The results of these studies suggest that the link 
between speech and gesture is immediate and not modulated by attentional pro-
cesses. Modulation by attention was recently investigated in a stroop task experi-
ment (Kelly et al. 2010). Participants had to decide whether the gender of the 
speaker corresponded to the gender of the speaking person gesturing in a video. 
Even if the task to be performed was not to detect the (mis)match between 
gesture and language, when speech and gesture were incongruent, a larger N400 
was produced and reaction times for the task to be accomplished were slower. 
Also, another ERP component, the P600, also called Late Positive Complex (LPC), 
peaking at about 600ms after stimulus onset, was observed as a component 
indexing the recognition of imageable words.  
 In their study, Klaver et al. (2005) presented subjects words of high and low 
imageability that had been previously controlled for word frequency. Beha-
viorally, subjects recognized concrete words better. In the ERP experiment, the 
main effect of imageability was indexed by a hippocampal P600. This correlate 
was interpreted as involvement of the hippocampus during processing of verbal 
information with high imageability. Other studies describe the P600 as a correlate 
associated with recollection of verbal information that is concrete (Scott 2004) and 
has high imageability (Rugg & Nagy 1989). 
 More recently, a study comparing timing and topographical distribution of 
ERP components when subject processed concrete vs. abstract words detected 
activity in visual association areas (BA 18 and 19) for abstract words (Adorni & 
Proverbio 2012).  
 Also, functional magnetic resonance imaging (fMRI) experiments have 
evidenced the existence of motor images related to verbal information. In a study 
by Willems et al. (2007) investigating the neural integration of speech and action, 
the authors used a mismatch paradigm. Participants were presented with sen-
tences followed by iconic gestures that either matched or mismatched the pre-
ceding context. The conflict between language and gesture produced enhanced 
activity in the left inferior frontal cortex, the premotor cortex, and the left super-
ior temporal sulcus. This activity was interpreted as an increase in the semantic 
load resulting from conflicting speech and action.  
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 In a disambiguation paradigm, Holle et al. (2008) showed participants 
videos of a speaker uttering sentences (she touched the mouse) with an ambi-
guous word (mouse). The ambiguous part of the sentence was accompanied by 
either an iconic or a meaningless gesture. During sentence presentation, fMRI 
data were collected. Compared to meaningless gestures, the processing of iconic 
gestures revealed hemodynamic activity in the left posterior superior temporal 
sulcus (STS), in the inferior parietal lobules and in both ventral precentral sulci. 
Of particular interest is the response of the posterior STS. This cortical area is 
known to become active during multisensorial integration or when integration 
does not match expectations (Beauchamp 2005). The authors of the study 
attribute activation of the STS to the lack of meaning in the meaningless gestures.  
 In an experiment by Green et al. (2009), German speaking subjects were 
presented with short videos of an actor performing gestures and sentences while 
their brain activity was measured by means of fMRI. The accompanying gestures 
were either related or unrelated to the sentences, which were in German (familiar 
to the participants) or in Russian (unfamiliar). While speech accompanied by 
iconic gestures activated left occipital areas, speech with mismatching gestures 
engaged bilateral parietal and posterior temporal regions. 
 In another fMRI study, Straube et al. (2009) investigated memory for speech 
and gesture representations. Participants were presented with abstract sentences 
accompanied by video clips where an actor produced either meaningful meta-
phoric gestures, unrelated free gestures, or no gestures. After the training, partici-
pants were administered a recognition test. They performed better for sentences 
accompanied by meaningful metaphoric gesture. The results of the fMRI data 
analysis for the metaphoric gesture mode showed left-hemispheric activations in 
the inferior frontal gyrus, the premotor cortex, and the middle temporal gyrus. 
This left-lateralized activation pattern was interpreted by the authors as an 
indicator of semantic integration between speech and gestures. Interestingly, the 
metaphoric gesture mode showed significant correlations between memory 
performance and activity in the hippocampus. Several other studies have 
concentrated on the loci for integration between gesture and language (for 
reviews, see Willems & Hagoort 2007 and Willems et al. 2009). They indicated the 
posterior superior temporal sulcus, the middle temporal gyrus and the left 
inferior frontal gyrus as areas integrating information from different modalities. 
 Similarly to neurophysiological studies documenting larger N400 
components, brain imaging experiments have revealed brain networks denoting 
disturbance and integration effort if words and gestures are incongruent. 
Although neuroscientific research up to now has mainly focused on language 
comprehension and not on memory effects of motor imagery, it has provided 
converging evidence that words do have a corresponding (motor) image in their 
semantic representation. 
 In foreign language learning, we found two experiments showing distur-
bance effects when words and gestures do not match. In an ERP experiment 
aiming to explore whether gestures create a deeper imagistic representation of 
words in memory, Kelly et al. (2009) trained participants on a Japanese word list 
comprising twelve common verbs, such as to drink. The verbs were learned with 
or without iconic hand gestures. The results demonstrated that words encoded 
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with gestures were better memorized. Event-related potentials of words learned 
with gestures compared with words learned without gestures showed a larger 
LPC bilaterally, denoting recollection with high imageability.  
 In their study on foreign language learning, Macedonia et al. (2011) em-
ployed a set of iconic and a set of meaningless gestures. They were paired with 
the words to be learned. During the recognition phase in the fMRI experiment, 
words learned with iconic gestures activated premotor cortices, as described 
above, while meaningless gestures elicited activity in a vast brain network in 
both hemispheres comprising the cunei, the left posterior cingulate gyrus, the 
right anterior cingulate gyrus, the left inferior frontal junction area and the right 
rostrolateral prefrontal cortex. These regions orchestrate a network for cognitive 
control that possibly denotes conflict detection and effort to integrate information 
(Cole & Schneider 2007). 
 Although speculative, we reason that a single concept might comprise 
multiple images. They vary depending on the factors experienced by the subject. 
Motor images of a word like car represent the possible motions of cars but also 
pantomimes performed by a person producing some characteristics of a car (e.g., 
the shape). Thus, in the stroop-like experiments reviewed above, the mismatch 
possibly occurs between the internal image (i.e. the neural pattern created 
through learning), and the pattern of activity elicited through the perception of 
the presented stimulus. 
 
 
8. Neural Representation of Words 
 
Early theories of cognition considered concepts as amodal, symbolic entities 
(Fodor 1976, 1983; J.D. Fodor 1977), their meaning being referential and somehow 
connected to objects. As Meteyard et al. (2010) point out in their review, amodular 
theories of cognition had an Achilles’ heel: The representation of how symbols 
refer to real things. The problem, although overtly recognized (Pylyshyn 1984; 
Fodor 1987), was never solved. The focus of these theories mainly resided in the 
structure of processes rather than in the content of symbols. However, without 
grounding (i.e. linking a symbol causally to its reference), it is hard to conceive 
how meaning could be established.  
 In the past decade, symbolic theories have been challenged by the advent 
of brain imaging techniques. The fact that merely listening to words like kick, lick, 
or pick (Pulvermüller 2005) or phrases like press the piano pedal, bite the banana, or 
grasp the pen (Aziz-Zadeh et al. 2006) activates brain motor areas controlling move-
ments, respectively performed by leg, mouth, and hand, could not be accounted 
for in terms of symbolic theories on cognition (Simon 1981; Fodor 1983; Pylyshyn 
1984). Similarly, if listening to words like cinnamon or garlic elicits activity in 
olfactory brain regions (González et al. 2006), even in the absence of real objects, it 
becomes clear that concepts, here expressed as words, are not amodal. 
Consequently, the word garlic must be tightly linked with sensory perception (i.e. 
with smell, taste, texture, color, etc). Also, action (e.g., peeling or mincing garlic, 
rubbing it on bread, and chewing it) can be part of the representation of the 
word. Thus, sensory and motor information related to garlic that has a represen-
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tational role, constitutes the word’s semantics (Gallese & Lakoff 2005). A word is 
not an abstract entity with a reference in the world; rather, a word is grounded in 
the perception and action a subject experiences (Kiefer & Spitzer 2001; Vigliocco 
et al. 2004; Barsalou 2008; Pulvermüller & Fadiga 2010). 
 From a neurobiological perspective, a word can be described as a network 
linking cell assemblies that code and process linguistic, sensory, motor (Pulver-
müller 1996, 2001, 2002) and emotional (Vigliocco et al. 2009) features. In this 
view, words are represented in distributed networks with different topographies, 
including perisylvian areas and areas critically involved in processing perception 
and action. The extension and shape of networks change over time depending on 
the interaction the subject has with the world. During brain imaging experiments, 
stimulation activates cell assemblies processing stimuli in crucial cortical areas 
that are specialized for the task. However, as activity spreads within the network 
(McClelland & Rogers 2003), activity reaches assemblies that code features bound 
to the concept. This explains why simply hearing garlic activates not only 
auditory cortices but also olfactory areas. Similarly, hearing a sound related to 
finger actions elicits activity in motor areas associated with the hand (Hauk et al. 
2006). Thus, there is clear evidence for a complex neural representation of a word 
that comprises sensorimotor components linked during learning. 
 
 
9. Learning Words in a Foreign Language through Gestures 
 
To our knowledge, there are no studies documenting the processes of acquisition 
of a novel word in a foreign language in terms of a functional network. However, 
on the basis of the literature reviewed, we reason that when people learn a novel 
word by merely listening to it or reading it, the neural representation of the novel 
word will be poor compared to a word in the native language. For the novel 
phoneme chain, most of the sensorimotor and emotional experience embodied in 
the corresponding word in the native language is lacking or, at best, only 
partially present. Pulvermüller (2002) proposes that there is activity in response 
to a novel word co-occurring with a known word in perisylvian regions, with 
extensions to extra-perisylvian cortex areas that code semantic features of the 
known word. We speculate that this could happen when learners acquire the 
word in the foreign language by listening to it and knowing its translation in the 
native language. Through frequent repetition, cell assemblies coding the novel 
phoneme chain would be active together with the sensorimotor network of the 
word in the native language. Finally, this correlated activity would strengthen 
the synaptic connections (Hebb 1949) between both words, and lead to the 
creation a larger network integrating the novel word within the semantic 
representation of the word in the mother tongue. However, this integration 
would be indirect as long as learners have not gain experience using the word 
and thus have grounded it in their body. From a neurobiological perspective, 
these networks represent the substrate of memory (Garagnani et al. 2007, Wenne-
kers & Ay 2003). Thus, it is conceivable that if the integration is not driven by 
action and strong sensorimotor experience, the connections to the network in the 
native language are poor; hence memory is unstable. 
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Figure 1:  Schematic illustration of a possible word network representing the word car in the 
learners´ native language and the corresponding word in German Auto after acoustic learning. 
Note that the dotted lines represent indirect connections with the sensorimotor network of the 
native language (adapted from Pulvermüller 2002) 
 
 When learning a novel word by enacting it, the learner has a complex 
multimodal sensorimotor experience. It is conceivable that, depending on the 
kind of words and relative gestures, the process of embodiment is different. 
Gestures for action words like to go or to give reproduce the action itself. In this 
case, the novel phoneme chain possibly docks on networks representing the 
action itself. Thus, enactment reproduces and reinforces sensorimotor patterns 
created during native language acquisition. This might explain the strong effect 
of enactment on memory, especially for action words and phrases (Zimmer 
2001b). 
 Gestures accompanying concrete words tend to be mostly iconic 
(Macedonia 2003). An iconic gesture might match internal (motor) images of the 
concept and create a strong connection to the novel word with a preexisting 
circuit that represents the concept. 

 
 
 
 
 
 
 
 
 

Figure 2:  Schematic illustration of a possible word network representing the word car in the 
learners´ native language and the corresponding word in German Auto after enactment. The lines 
represent strong connections with the sensorimotor network of the native language (adapted from 
Pulvermüller 2002) 
 
 Also, the iconic gesture might support the so called ‘concreteness effect’. 
This effect, fully demonstrated in the literature, mirrors the easier processability 
(Binder et al. 2005) and better memorability of concrete words (Allen and Hulme 
2006; Fliessbach et al. 2006; Romani et al. 2008). The concreteness effect has been 
accounted for in terms of the Dual Coding Theory (Paivio 2006, 1971, 1986, 1991) 
and the Context Availability Model (Schwanenflugel et al. 1988). According to 
Paivio, words can have two modalities of representations: one is purely verbal 
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and the other imagistic. Whereas abstract concepts lack the imagistic component 
and are primarily verbally represented, concrete words are represented in both 
modalities. This explains their advantage in processing and retrieval. The Context 
Availability Model postulates only one modality of representation for concepts. 
However, concrete words are better processed and retrieved because of the dense 
associative context in which they are embedded. Both proposals (i.e. the Dual 
Coding Theory and the Context Availability Model) put forward the idea that the 
cognitive advantage is grounded in richer representation of the word´s 
semantics. This view is also accounted for in neurophysiological research. ERP 
experiments have, in fact, demonstrated that concrete words elicit a larger N400 
than abstract words ( West & Holcomb 2000; Levy-Drori & Henik 2006). This ERP 
component has been reconducted to the activation of more extended, and hence, 
richer semantic networks.  
 However, abstract words also benefit from enactment learning. In their 
experiment, Macedonia & Knösche (2011) cued participants to perform arbitrary 
gestures accompanying abstract words. For abstract nouns they represented and 
embodied a motor image of the word, connected somehow with the word’s 
semantics (i.e. in a more remote way than for concrete words). For instance, for 
the Vimmi word sigule ‘theory‘, the actress in the video simulated the opening of 
a book in front of her in an interested way. Here the gesture might have made the 
concept more concrete, and hence, have taken advantage of the concreteness 
effect. 
 For other abstract nouns, gestures addressed some emotional component 
present in the neural representation of the word. For instance, for the word 
boruda ’sensation’ the actress performed a gesture of astonishment. Her arms and 
mouth were wide open. According to Kousta et al. (2011) abstract words differ 
from concrete words in terms of embodied experiential information. Whereas for 
concrete words sensory-motor information is preponderant in their represen-
tation, abstract words statistically contain more emotional information. Enacting 
a word through a gesture expressing emotion possibly reinforces the emotional 
content and enhances memory for the item. However, how is emotional content 
to be understood in terms of brain circuits? ‘Canonically’, emotion is processed in 
limbic areas. Is this always the case? In an fMRI study by Moseley et al. (2012) 
when participants passively read highly abstract emotion words, not only lang-
uage areas (Broca’s region, Wernicke’s region, and fusiform gyrus) and limbic 
structures became active, but also their premotor cortices. Particularly, inferior 
and dorsolateral motor areas processing face and arm related movements, respec-
tively, were involved. The authors explain the data in terms of semantic networks 
representing not only the intrinsic emotional content of the words, but also motor 
programs used to express the emotions. It seems plausible that at least facial 
actions are a part of a circuit for an emotional word. Thus, if a ‘meaningful’ facial 
gesture accompanying an abstract concept represents some emotional component 
of its semantics, it could reinforce its embodied representation and therefore 
support memory. 
 Adverbs, another category of abstract words, also are better memorized if 
encoded with a gesture. In this case, the gestures used are arbitrary with no 
representative value. Adverbs like already or still serving primarily a grammatical 
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purpose are difficult to relate to an image and their emotional content is poor. 
Thus, their representation in term of functional networks is hardly connected 
with sensorimotor information per se. This might also represent a reason for their 
low memorability. For function words, Pulvermüller (1999) proposed a more 
localized topography restricted to perisylvian areas. Gestures accompanying 
adverbs are thus arbitrary and have no semantic relationship with the words’ 
semantics. These gestures thus create a motor image from scratch. They thus 
enrich the original representation of the word with a sensorimotor component 
not present before. This might explain the better retention achieved when 
adverbs are paired to arbitrary gestures during learning. 

 
 
 
 
 
 
 
 
 
Figure 3:  Schematic illustration of a possible word network representing the word already in the 
learners´ native language and the corresponding word in German schon after learning through 
enactment. Note that the original network in perisylvian areas is enriched with sensorimotor 
components provided by the arbitrary gesture (adapted from Pulvermüller 2002) 
 
 
10. Why Gestures Enhance Memory 
 
We have described how gestures may enrich the representation of novel 
phoneme chains of a foreign language and ground them in the body. We believe 
that learning words in a foreign language together with motor and multimodal 
information helps to create similar networks for the foreign language word.  
 Studies of foreign language word learning address the depth of processing 
as a factor that enhances learning (Macedonia 2003; Tellier 2008; Kelly et al. 2009). 
Pairing a gesture to a novel word makes the network more complex (i.e. deeper) 
by binding sensorimotor information to verbal information. According to 
Klimesch’s Connectivist Theory on the structure of long-term memory (Klimesch 
1994), it is the complexity of a code that leads to its better retrieval in memory. 
Thus, the factor enhancing memory when words are accompanied by gestures 
could be complexity. However, it should be investigated if, within the network, 
there are components driving the memory performance more than others. In fact, 
it is possible that motor information functions like a supramodal device with hub 
characteristics (Tomasi & Volkow 2011). As such, motor information could have 
hierarchical properties and affect memory more than other sensory components 
within the network. 
 Besides the neurobiological view of memory and on how words are 
grounded in the body, there are at least two issues that might play a role for 
enhanced verbal learning through gestures. The first is the synchronicity between 
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word and gesture production. An fMRI study by Xua et al. (2009) has demon-
strated that symbolic gestures and spoken language are processed by a common 
neural system mainly localized in the left hemisphere, in anterior and posterior 
perisylvian regions. It is possible that performing both language and gestures 
together when learning novel words, boosts the language system and stimulate 
memory structures. 
 Moreover, from an evolutionary perspective, language and action are 
tightly connected. According to a number of authors (Rizzolatti & Arbib 1998; 
Gentilucci & Corballis 2006; Tomasello 2008; Arbib 2009), language evolved from 
signs that our ancestors used in combination with vocalizations. Thus, gestures 
have scaffolded the emergence of a protolanguage. Because of the vast range of 
phenomena that have been demonstrated in neuroscientific research, particularly 
the mismatch effects appearing if language and gesture are incongruent, the evo-
lutionary view has gained strong plausibility over the years. Hence, by accompa-
nying novel words with gestures, learners assemble the two parts of an ancient 
communicative system. This might be beneficial for memory processes. 
 Second, imitation is another important issue connected to the use of ges-
tures during encoding of foreign languages. In fact, if learners are instructed to 
perform a gesture they are presented with mechanisms of imitation and thus mir-
ror neuron circuits might become active and enhance learning (Vogt et al. 2007; 
Vogt & Thomaschke 2007; Mukamel et al. 2010). 
 
 
11. Implications for Second Language Instruction 
 
When learning a foreign language, students usually read or listen to the verbal 
information they want to acquire. Traditional instruction makes wide use of 
listening and comprehension activities (Winitz 1981; Swain & Lapkin 1995). As 
homework, learners go through bilingual vocabulary lists and learn the words by 
reading them. Foreign language instruction is far from reconstructing the 
experiences we have when acquiring our native language. In fact, children make 
sensorimotor experiences by interacting intensively with their caregivers and 
their environment (Tomasello 2005; Kuhl 2010). Thus, it is no surprise that the 
outcome of the two learning processes is different with respect to memory. While 
under normal conditions it is unlikely that people forget words of their native 
language, adults learning a foreign idiom are plagued by forgetting what they 
have previously learned.  
 It has been demonstrated that multimodal learning helps to better memor-
ize information (Shimojo & Shams 2001; von Kriegstein & Giraud 2006; Shams & 
Seitz 2008; von Kriegstein et al. 2008; Shams et al. 2011) and efforts have been 
made in foreign language teaching practice to enrich vocabulary with multi-
sensory input by using flash cards (Barcroft 2009; Boers et al. 2009; Tonzar et al. 
2009), videos (Sydorenko 2010), songs (Keskin 2011), and implementing them on 
novel technical devices such as mobile phones (Başoǧlu & Akdemir 2010). 
However, a view linking the body and mind, considering the body in action as a 
learning tool, is still missing in foreign language instruction. Hence, we propose 
the use of gestures as a learning device that grounds foreign language in the 
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body and thereby enhances memory. 
 This paper focuses on the impact of gestures memory for lexical items. In 
fact, the acquisition of lexical items is basic to language learning at any level. 
However, it is conceivable that gestures can also help to acquire morphological 
(Goldin-Meadow et al. 1995) and syntactic structures. In a German publication, 
Macedonia (1999) addressed both aspects when describing teaching practice in 
foreign language with gestures. Observations from classroom activities 
encourage the use of gestures for complex verbal morphology in Romance 
languages and for different kinds of combined clauses in syntactic contexts in 
Italian. Nevertheless, controlled laboratory research is lacking and is needed in 
order to collect empirical evidence for the use of gestures in these language 
domains. 
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The goal of this review is to present the embodied character of emotionally-
connoted language through the study of the mutual influences of affective 
language and motor action. After a brief definition of the embodied 
approach of cognition, the activity of language understanding is presented 
as an off-line embodied process implying sensory-motor resonance. Then the 
bidirectional character of influences between language and action will be 
addressed in both behavioral and neuropsychological studies, illustrated by 
the specific case of emotionally-connoted language. These reciprocal effects 
are grounded on the motor correspondence between action and the motor 
dimension of language, emerging from a diversity of source such as adap-
tive motivation, past experiences, body specificities, or motor fluency.  
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1. Introduction 
 
The evolution during the 20th century of the concept of cognition and of the 
relationship between the individual and his environment has led most recent 
approaches in this area to ask the question of the incarnation of cognition. 
Indeed, the body appears as the first media of interaction with the environment, 
in the sense that it influences and constrains the cognitive processes: An object, a 
situation, only makes sense because it implies a number of actions for the 
cognitive subject. Cognition, therefore, cannot be considered as an independent 
entity, divorced from its context or from its surroundings, either it is internal 
(non-cognitive process, motricity, bodily states) or external (places, situations, 
events, etc.). Instead, human cognition can only be considered as the coordination 
of cognitive and non-cognitive processes, in a situated and integrated way 
(Barsalou 2008). By replacing the cognitive activity in context, the involvement of 
the body as a medium of the self/environment link emerged as crucial to the 
study and understanding of cognition.  
 If reading and understanding activities are based on embodied processes, 
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then the emotional content of language must also be embodied in order to be 
understood. Furthermore, the emergence of a new conception of emotion (with 
ancient roots in philosophy: William James 1894) defined as the consequence of 
bodily phenomena contribute to address the question of the embodiment of 
emotional language. In this article, our goal is to present the embodied character 
of emotionally-connoted language, and the mutual influences between affective 
language and motor action. The first section is focused on a brief definition of the 
embodied approach of cognition. We define the mechanisms linked to the 
incarnation of mental processes, and present language as an off-line embodied 
activity, therefore implying specific motor resonance. In the second section, we 
address the question of the bidirectionality of the influences between language 
understanding and action. Behavioral and neuropsychological studies support 
these mutual effects. Finally, the third section extends the bidirectional influences 
to the study of emotionally-connoted language, linked to motivational and non-
motivational movements. The compatibility effects between affective language 
and motor activity are discussed in terms of motor fluency, as a novel and 
encouraging explanation for the matching of emotion and action. 
 
 
2. Embodiment in Cognition and Language 
 
Sensory-motor processes used to simply be considered by classic theories of 
cognition as input or output to cognitive systems. Nowadays, those processes are 
entirely integrated in recent approaches of mental functioning, known as em-
bodied theories of cognition. Those conceptions are funded on a rejection of the 
segregation between high- and low-level mental processes, and generally 
consider mental activity in a unifying perspective. One major contribution of 
embodied approaches is the redefinition of memory as a memory of processes 
and no longer a memory of content. According to this view, the main function of 
memory is to mediate the interaction with the world, by matching current 
activity and traces left by previous experiences (Glenberg 1997). Barsalou (2008) 
defined this phenomenon as the “re-enactment of perceptual, motor and intro-
spective states acquired during the interaction with the environment, the body 
and the mind” (p. 618). Concretely, the interaction with an object, either directly 
(via perception) or indirectly (via thought or imagination) consists in the mental 
simulation of the multimodal states linked to brain systems allocated to percep-
tion and action that were running during precedent interactions (Barsalou 1999). 
 Perceptual and motor processes are central in this approach, to such an 
extent that some theories propose a similarity of nature between perception and 
action: Theory of Event Coding (Hommel et al. 2001; Hommel 2004), Mirror 
Neuron System theory (Rizzolatti et al. 1996; Gallese et al. 1996; Gallese 2008). 
According to these approaches, the same kind of representations is used to match 
motor and perceptual states, explaining the resonance between perception and 
motor planning or execution in situation of simulation (Bach et al. 2010). Mental 
simulation, defined as the re-enactment of sensori-motor states usually linked to 
an object when interacting with it, can be explained in terms of an automatic and 
direct link between perception and action (affordances; Gibson 1979; Tucker & 
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Ellis 1998), or in terms of motor resonance.  
 According to various authors (Zwaan 2004, 2009; Buccino et al. 2005), 
observation and simulation of action are based on the individual own motor 
repertory. When observing or imagining an action that one is able to perform, 
motor areas in the brain are activated as if one was actually executing it (Gallese 
2008), which is called motor resonance. On the other hand, when the activity is 
not in the individual repertoire (such as a technical dance movement, or a 
movement done by an animal), there is no motor resonance in the brain, because 
the body has no traces of such a movement.  
 We focused until here on simulation and resonance in situations with the 
object of mental activity being present, and available from direct perception, that 
is to say in on-line situations. However, embodied theory of cognition extends 
those processes to off-line situations, namely cases where the object of mental 
activity is absent, not available from direct perception (Niedenthal et al. 2005).  
 Language is a key example of off-line cognition: By this means, people 
make reference to objects that are absent from their environment, so they are able 
to interact with it via linguistic production and understanding. As for perception 
or visual imagination of action, language understanding is defined as a sensory-
motor activation functioning by the generation of motor resonance between the 
linguistic content and the experiential repertoire of the individual (Barsalou 1999; 
Gibbs 2003; Zwaan 2004, 2009; for a review on the role of motor processes on 
language understanding, see Willems & Hagoort 2007; Fisher & Zwaan 2008; 
Gallese 2008). Glenberg & Robertson (1999) describe three stages in language 
understanding: Firstly language content is matched with the referred object, then 
the cognitive system simulates the action possibilities implied by this object, and 
finally a coherent action pattern is created, which leads to understanding. 
Different actions can be involved in those simulations: simulation of the action of 
communication (lips and tongue movements, i.e. articulatory system) and 
simulation of language content (for examples and reviews see Galantucci et al. 
2006; Willems & Hagoort 2007; Gallese 2008). In this section and the followings, 
we will focus on the second type of motor resonance: language content simu-
lation.   
 Concerning language content, if simulation theory clearly explains the 
embodiment of concrete language, the question of the embodiment of abstract 
language has been raised (for a review, see Pecher et al. 2011). One major account 
in favor of the embodiment of abstract language is based on the notion of 
linguistic metaphor (Lakoff & Johnson 1980, 1999; Gibbs 2003; Meier & Robinson 
2004). Conceptualization of abstract notion is supposed to process by analogy, 
with a generalization of action patterns initially associated to a more concrete 
concept. For example, an abstract concept such as time is frequently associated to 
the more concrete concept of space, leading to a conception of time as a spatial 
dimension. Past is figured by the space behind oneself, and future is represented 
by the space in front of oneself (Boroditsky 2000).  
 Since language is considered as an embodied activity, no one should be 
surprised of the ties between language and action, and of the influence that these 
processes have on each other.  
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3. Bidirectional Influence of Language and Action 
 
The study of language and action and of the mutual effects between them has in-
spired many researches, both in behavioral and neuropsychological approaches. 
This presentation concerns minimal linguistic units (isolated words) as well than 
sentences processing (however, see Willems & Hagoort 2007; Fisher & Zwaan 
2008; Gallese 2008 for reviews). Moreover, the term action is used here to describe 
both action planning, activation of motor areas in the brain or actual execution of 
movements.  
 
3.1. Effect of Language Understanding on Action 
 
One of the first works which can be interpreted with an embodied approach of 
language is the study published by Bargh et al. (1996). The authors demonstrated 
that the exposition to words relative to the elderly (but with no explicit mention 
of this common point) have made the participants’ walk slower, with their back 
bent, in a way reminding the way old people moves.  
 This study is an example of what has been called the Action Compatibility 
Effect (ACE; Glenberg & Kaschak 2002). This effect shows that perceive linguistic 
content relative to a specific action leads to behave in a way congruent with this 
action. When reading a sentence such as “Andy delivers the pizza to you”, the 
realization of a congruent movement (hand moving toward the body) is easier 
than an opposite movement (hand moving away from the body). This 
compatibility effect also manifests itself with more abstract sentences like “Liz 
told you the story”, where the notion of transfer is less evident. Many studies 
have been inspired by the ACE. Some works have demonstrated an effect of 
words on the planning of action (Gentilucci et al. 2000; Tucker & Ellis 2004), 
others have shown a facilitation effect for the activity of specific effectors when 
reading sentences describing movements of the same effectors (Scorolli & Borghi 
2007; Borghi & Scorolli 2009). Furthermore, it has been demonstrated that the 
mere description of a specific concept activates the realization of ocular move-
ments used to interact with it in everyday life (e.g., look up when hearing about a 
building, look down when hearing about a canyon, Spivey et al. 2000). Finally, 
studies in our laboratory have shown that even verbal responses considered 
disembodied as “yes” and “no” have a motor component, manifesting specific 
associations with movements of response (Brouillet et al. 2010). In the neuropsy-
chological field, the study of premotor and motor areas of the brain has shown 
specific activation depending on the linguistic content. Various studies using 
imagery techniques such as functional MRI have demonstrated that reading 
action words associated to specific effectors (e.g., pick/lick/kick; Hauk et al. 2004) 
led to a somatotopic activation of motor and premotor areas in the brain (see also 
Buccino et al. 2005; Pulvermüller et al. 2005b; Tettamanti et al. 2005; for a review, 
see Jirak et al. 2010). 
 Both the behavioral and neuropsychological data support the idea of an 
influence of language processing on the planning and the realization of action. 
But if a motor resonance can occur between the motor component activated by 
language understanding, and actual motor execution, embodied theories of 
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cognition predict that the reverse association is also possible. The next section 
considers the influence of motor activity on the comprehension of language. 
 
3.2. Effect of Action on Language Understanding 
 
Few researches have focused on this reverse link between action and language. 
Nevertheless, this question is of importance to validate the simulation account of 
language understanding. Indeed, one major critic against the simulation 
approach of language comprehension is that the motor activation linked to 
language only occurs after comprehension, and is not a part of the processing of 
linguistic content (Mahon & Caramazza 2008). One way to answer to this critic is 
to show that a simple motor activation is sufficient to enhance language 
understanding. If action facilitates comprehension, it would validate the idea of a 
critical motor activation in language understanding (Rueschemeyer et al. 2010). 
Some experimental works indeed demonstrate an effect of action on action 
language comprehension. 
 In 1989, Klatzky et al. had already shown that the presentation of manual 
postures primed the comprehension of word pairs describing a congruent action. 
More recently, Lindemann et al. (2006) demonstrated that action preparation (e.g. 
“drink from a cup”) activates the semantic dimension linked to the goal of the 
movement prepared. This semantic activation functions as a prime and facilitates 
the performance in a subsequent lexical decision task (e.g., “Is mouth a word?”). 
Helbig et al. (2006) have shown a priming effect in a denomination task, when 
succeeding pictures consisted in objects usually used in the same way (e.g., nut-
cracker and pliers; see Myung et al. 2006 for similar results using words related to 
the same actions). But one critic to this kind of studies is that the effect observed 
is more a visual effect than a motor one: It can be the perceptual similarities 
between primes and targets that allow facilitation. To reject this point, Ruesche-
meyer et al. (2010) designed a study in which words were primed by an actual 
motor execution, with no linguistic or visual input: Participants had to judge if 
words denoted functionally manipulable objects or not, while realizing an inten-
tional movement, a passive movement or no movement at all. Results showed 
that participants were faster to recognize words denoting manipulable objects 
when they were engaged in an intentional action rather than in a passive action, 
or no action. This study illustrates that the activation of the neural motor system 
facilitates the processing of words with a motor component.  
 Various neuropsychological studies also support the effect of action on 
language understanding (for reviews see Willems & Hagoort 2007; Borghi & 
Pecher 2011). In particular, one criticism made to an embodied approach of 
language understanding was to consider that the motor activations observed in 
cortex and pre-cortex were nothing but by-product of activations linked to 
imagery of language content. Pulvermüller et al. (2005a) argued against this 
claim, showing with magnetoencephalography (MEG) that activity in the 
primary motor cortex linked to leg activity occurs 150 ms after the onset of 
action-word describing leg movements. This very early activation in the compre-
hension process rules out the exclusion of motor areas in language under-
standing. 
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 All these works are in favor of a bidirectional link between action and 
language, thanks to the mutual activation of the motor component of both 
linguistic content, and of planned or executed movement. We will now address 
the question of a particular type of language that is emotionally-connoted 
language, and its bidirectional links with action.  
 
 
4. The Case for Emotion 
 
4.1. An Alternative Definition of Emotion 
 
A classical conception of emotion, in accordance with common sense, would de-
fine emotion as an evaluative cognitive mechanism caused by the confrontation 
with an emotionally-connoted object, and responsible for bodily modifications at 
an internal (e.g., cardiac rhythm) or external level (e.g., approach behavior). For 
example, when one perceives an object evoking fear (e.g., a spider, a snake), this 
perception activates the emotion of fear, which implies bodily symptoms like 
shaking, sweating, escape reflex, etc.  
 But in the late nineteenth century, American philosopher William James 
has proposed an alternative definition of emotion, inversing this conception: 
Emotion might be the very consequence of the bodily changes. In a 
communication from 1884, James explains that bodily changes follow directly the 
perception of the exciting fact. Concretely, emotion is the feeling of these 
changes. According to this conception, if during the emotional experience, 
everything physical is taken back, there is nothing left of the emotion. In 
summary, there is no such thing as a disembodied emotion. Consequently, the 
simple fact of voluntarily activate bodily symptoms might be sufficient to create 
the emotion.  
 Contemporary authors have integrated this conception of emotion, and 
agree on the idea that comprehension of emotionally-connoted language needs at 
least a partial simulation of the same neuronal and bodily mechanism than actual 
emotional experience (Glenberg et al. 2005; Havas et al. 2007; Winkielman et al. 
2008). The point is that bodily expression and interpretation of emotion share a 
reciprocal relation (Niedenthal 2007), such as when the body is already in a state 
linked to emotion, there is a facilitation to feel the same emotion. Various 
manipulations of emotional expressions have been used to illustrate this effect 
(see section 4.3.1. for a detailed presentation). Conversely, understanding 
emotionally-connoted language implies the simulation of the bodily state 
associated. Vermeulen et al. (2007) have demonstrated a switching cost in a pro-
perty verification task: Participants were faster to recover the affective dimension 
of concepts after a trial into which they had to simulate an emotional feature 
rather than a sensorial one (e.g., visual, auditory, etc). This result indicates that to 
access the emotional dimension of concepts, a simulation of the state associated 
to this emotion is necessary, and that this simulation enters more easily in 
resonance with another affective simulation than with a sensorial one. This effect 
supports the idea of the necessity of an embodied activation to understand 
affective concepts. 
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 This approach of emotion has since been illustrated by an increasing 
amount of studies, confronting emotionally-connoted language and various 
bodily behaviors, either directly or indirectly associated to emotion. 
 
4.2. Emotionally-Connoted Language and Motivational Movements 
 
In accordance with the conception presented in the precedent section, the role of 
emotion can be defined as a signal to indicate to the organism the presence of a 
relevant element in the environment, in terms of its potential consequences. The 
emotion is therefore the result of an evaluation concluding that the presence of 
either a negative element represents a danger or a positive one represents a 
potential benefit (Neumann et al. 2003). This evaluation has to be related to an 
important function of cognition which is motivation: Once the situation has been 
defined as positive or negative, the organism has to plan his behavior, to be as 
adapted as possible (Lang et al. 1990). Depending on the evaluation, two kinds of 
motivation might arise. Elliot (2006: 112) explains:  
 

Positively evaluated stimuli are inherently associated with an approach 
orientation to bring or keep the stimuli close to the organism (literally or 
figuratively), whereas negatively evaluated stimuli are inherently associated 
with an avoidance orientation to push or keep the stimuli away from the 
organism (literally or figuratively). 

 
 The mutual influence of emotional processes and approach and avoidance 
behaviors has inspired many works since the 1990’s (Cacioppo et al. 1993; Förster 
& Strack 1997; Chen & Bargh 1999; Neumann & Strack 2000; Freina et al. 2009; 
Brouillet et al. 2010). One methodology to study those associations proposes to 
use arm flexion/extension movements as approach and avoidance behaviors. 
Cacioppo et al. (1993), with neutral items (unknown Chinese ideographs), and 
Neumann & Strack (2000) with emotionally connoted items, showed that flexion 
(approach behavior) allowed more positive evaluations than extension 
(avoidance behavior), while the extension elicited more negative responses than 
flexion. These works therefore illustrate the influence of motor actions of 
approach/avoidance on the evaluation of objects. With another procedure, Chen 
& Bargh (1999) demonstrated the reverse effect (i.e. the influence of emotional 
processes on motivational behaviors), showing that the perception of emotional 
words allows faster movements of response (push or pull a lever) when it 
corresponds to the enabled motivation (approach/pulling for the positive words, 
and avoidance/pushing for the negative words) than when this movement is 
contrary to the motor program activated. This effect of emotionally-connoted 
language on action has to be distinguished from pure ACE. The Action Compati-
bility Effect (Glenberg & Kaschak 2002) results from a direct motor resonance 
between the language content (either concrete or abstract) and the action 
planified or realized. Concerning emotional linguistic items, the matching bet-
ween the stimuli and the actions is not direct, but is due to the conjunction of in 
one hand, the adaptive associations between emotion and motivational beha-
viors, and in the other hand the actual realization of such movements.  
 Other authors have pointed out the contextual nature of approach and 
avoidance behaviors: If approach consists in reducing the distance between 
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oneself and an object, one can either move closer to the object, or move the object 
closer to oneself. Similarly, to avoid an object, one can move away from it, but 
can also push it. Freina et al. (2009) showed that Chen & Bargh’s results (1999), 
obtained when subjects had a lever in the hand, could be reversed when their 
hands were empty. It appears that when individuals take the lever, they act as if 
this object was the emotional item and therefore push it when it is negative, and 
pull it when it is positive. On the contrary, when the hand is empty, it approaches 
positive items on the screen, and get away from the negative items. Similarly, 
Cretenet & Dru (2004, 2008; see also Dru & Cretenet 2005) specified the conclusi-
ons of Cacioppo et al. (1993) by distinguishing the responses from the left or right 
arm. Movements compatible with positive words (i.e. allowing the most positive 
evaluations) are not simply flexion ones, but right arm flexion and/or left arm 
extension. By contrast, negative words are compatible with the flexion of the left 
arm or the extension of the right arm (“motor congruence effect”; Cretenet & Dru 
2004, 2008; Dru & Cretenet 2005, 2008). The significance, the context and the 
laterality of the movement are essential for the study of associations between 
emotionally-connoted and motivational behaviors.  
 To summarize, all these studies are in accordance with the idea of a bidi-
rectional nature of the links between affective language and motivational beha-
viors (Neumann & Strack 2000; Neumann et al. 2003; Centerbar & Clore 2006). 
 
4.3. Compatibility between Emotionally-Connoted Language and Other Kinds 

of Action 
 
4.3.1. A Diversity of Bodily Expressions 
 
All the works presented previously are based on a total motor resonance between 
the movement orientations evoked by the linguistic material and the actual 
responses executed by the participants: All the behaviors considered in these 
studies are standard approach and avoidance behaviors. But a wide range of 
motor behaviors were found to match with the motor component of emotionally-
connoted language.  
 One famous paradigm was conceived by Strack et al. (1988), and transferred 
to the study of language by Glenberg et al. (2005) and Havas et al. (2007). This 
manipulation provokes or inhibits smile because the participant has to hold a pen 
either between his teeth (provoking a muscular activation close to a smile), or 
between his lips (implying a muscular activation incompatible with a smile). 
While holding the pen, participants had to evaluate emotionally-connoted 
sentences. Results showed a compatibility effect such as smiling enhanced the 
positive evaluation of positive sentences, while pout implied a more negative 
evaluation of negative sentences. 
 Compatibility effects between emotional expressions and the under-
standing of emotionally-connoted language were also studied with the use of 
head movements. Head movements are, at least in occidental cultures, strongly 
associated with intention to agree or refuse. Wells & Petty (1980) have first used 
these bodily manipulations to study effect of emotion expression on attitudes. In 
this study, participants had to express their degree of agreement with school 
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reforms. They were listening to an auditory message explaining this reform, and 
while listening, they had to move their head either horizontally or vertically, 
under the cover story of judging the quality of headphones. Results showed that 
participants who had shaken their head vertically were more convinced by the 
message than the ones who had shaken their head horizontally. The authors 
interpreted this effect as an influence of the expression of agreement on the 
formation of a positive attitude. In a same way, and with linguistic content, ask 
participants to nod either as if they were agreeing or refusing something during 
the presentation of emotionally-connoted words allowed a better restitution of 
the words presented in a compatible condition, namely agreeing in front of 
positive words, and refusing in front of negative words (Förster & Strack 1996). 
 These researches demonstrate that the context of a specific movement is 
sufficient to transfer its affective component to the evaluation of object such as 
linguistic stimuli.  
 
4.3.2. Emotionally-Connoted Language and Lateral Movements 
 
Recent works have shown that even movements apparently unrelated to 
motivation or emotion could be associated to valence. The question of laterality 
was raised in the study of embodied language, with the work of Cretenet and 
Dru (2004, 2008; Dru & Cretenet 2005, 2008) which has introduced the question of 
the hand used in approach/avoidance compatibility effect (see section 4.2. 
above), but also in neurological studies. Willems et al. (2010) have shown that 
verbs describing manual and non-manual actions led to different brain 
activation, with manual action-verbs implying an activation of the premotor 
cortex, dependant of the manual dominance of the participants (left premotor 
cortex for right-handers, and right premotor cortex for left-handers).  
 In the specific field of emotion, Casasanto (2009) showed that when subjects 
were asked to place two items (one positive and one negative) in two separate 
areas situated on the left and the right part of space, they tended to relate the 
positive one to the side of their dominant hand, and the negative one to the other 
side. The author interprets this effect with the “body-specificity hypothesis”: 
Subjects with different bodies and who use it in a different way (right-handers 
and left-handers) conceive the world differently. Similar to the precisions made 
to the studies made by Cacioppo et al. (1993) or Chen & Bargh (1999), these 
associations might be dependent on the action of the subject. Casasanto & 
Chrysikou (2011) asked their right-handed participants to first perform a motor 
task, by manipulating little objects with their two hands, while their right-hand 
was disabled by wearing a bulky ski glove. This manipulation was designed to 
make them feel and act as left-handers. The second task was the same than in 
Casasanto (2009), and showed that momentarily disabling the right-hand made 
right-handers manifest the same valence/laterality effect than left-handers, 
namely to associate positive to the left, and negative to the right. It indicates that 
associations related to dominant preference can be reversed by short-term 
changes in individual behavior. Similarly, work in our laboratory showed that 
right-handers acting as left-handers in a valence judgment task expressed the 
same compatibility effects between left and positive than left-handers (Milhau et 
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al. 2012). Precisely, participants had to judge the valence of positive and negative 
word by pressing two keys with respectively a rightward and leftward arm 
movement (the matching valence/laterality was counterbalanced). They were all 
right-handed but had to use either their right or their left hand to answer. Results 
showed that when using their dominant hand, right-handers manifested the 
associations exposed by Casasanto (2009): They were faster to recognize the 
positive word when pressing the right key than the left key. But the main result is 
that when using their left hand to answer, right-handed participants seems to 
become real left-handers, since they were faster in judging positive word when 
answering with a leftward movement than with a rightward action. However, 
this effect was limited to positive stimuli and did not extend to negative words 
(an interpretation of this result is proposed in the next section). 
 
4.3.3. Motor Fluency as an Explicative Approach of Compatibility Effects 
 
When the compatibility effect between motion perception and expression is not 
based on the similarity of action orientation (i.e. approach/avoidance behaviors), 
another kind of processes must be responsible of this matching phenomenon. 
One interpretation, proposed by Casasanto (2009), is that the tendency to 
associate positive concept to the side of the dominant hand was due to the fact 
that participants interact with the world more frequently with this hand, and are 
therefore more efficient (both faster and more accurate) when executing actions 
on the corresponding side. Another explanation, purely biomechanical, can be 
invoked to explain those effects. The majority of studies about the associations 
between emotionally-connoted language and non-emotional movements, like 
lateral movements, implied the activity of the arms. Anatomical data informs us 
that arm movements executed across the body (adduction, e.g., right arm 
directed to the left) are much more costly in terms of energy than movements to 
the same side (abduction, Laude et al. 1978). 

Both of these propositions focus on the dimension of facility of one 
movement over another one: Recent studies have advanced the notion of “motor 
fluency” to qualify the ease linked to the realization of specific movements, due 
either to habit or to a low energy cost (Beilock & Holt 2007; Casasanto & 
Chrysikou 2011). This concept refers to a definition of fluency as an indicator of 
the continuous and effortless flow by which a process is realized (Alter & 
Oppenheimer 2009). This experience of fluency seems to emerge of a comparison, 
a shift between the cost initially anticipated to realize an activity, and the cost of 
the actual execution of this activity. Therefore, and in accordance with ideomotor 
theories of cognition (Hommel et al. 2001), motor fluency implies that action is 
conceived in terms of its perceptual consequences.  

In addition, analogous to the fact that perceptual (Reber et al. 1998; 
Winkielman et al. 2002) or conceptual fluency (Whittlesea 1993, Experiment 5) are 
emotionally marked, motor fluency seems to be associated with a positive 
emotional tagging. Since we consider fluency as monitoring the quality of one’s 
own functioning, this positive marking would thus act as a reward system, a 
positive reinforcement for a successful motor activity (Winkielman & Cacioppo 
2001; Cannon et al. 2010; Brouillet et al. 2011). This positive marking might be 
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responsible for the fact that motor fluency impacts specifically positive stimuli 
(Milhau et al. 2012, see also Brouillet et al. 2010). The fluent movements implied a 
positive feeling that entered in resonance with the emotional dimension of the 
positive stimuli, allowing the compatibility effect highlighted in this study. 
Congruent with this positive marking of motor fluency, we ran in our laboratory 
an experiment demonstrating that the emotional dimension linked to lateral 
fluent movements could be sufficient to allow an emotional evaluation of neutral 
linguistic stimuli. The participants’ task was first to execute a lateral arm 
movement in response to a visual signal while reading a neutral word. Then they 
had to evaluate the valence of the word on a scale. All the participants were 
right-handers and used their right hand to respond. Our results demonstrated 
that words judged after a rightward movement were evaluated as more positive 
than after a leftward movement. The motor fluency of an arm movement directed 
to the dominant side for the participants led them to project the positive marking 
of this movement onto the evaluation of neutral words (Milhau et al. 2012). 
Conversely, the absence of fluency has never been associated to negativity 
(Winkielman & Cacioppo 2001; Brouillet et al. 2011), probably because it does not 
question the quality of the system’s functioning, and therefore it does not need 
any negative reinforcement in order to adapt a behavior. 
 To summarize, compatibility effects between non-motivational behaviors 
and emotionally-connoted stimuli do not exist per se, but depend on the context 
of the movement and its energy cost, namely its motor fluency.  
 
 
5. Conclusion 
 
Our goal in this article was to emphasize the bidirectional nature of the links 
between emotion and action, in the particular field of language understanding.  
 The works reviewed here lead us to two main conclusions. First, the 
processing of emotionally-connoted words acts as an external signal for the 
cognitive system that enables the compatible behavior. Subsequently to the 
presentation of affective language, the realization of a compatible motor response 
is facilitated, either in terms of motivation with approach and avoidance 
behaviors, or in terms of motor fluency with lateral movements. Secondly, action 
(understood as either action planning, motor and pre-motor cortex activation or 
actual motor execution) can influence the understanding of emotionally-connoted 
language, or even provide an emotional connotation to initially neutral linguistic 
material, thanks to the positive marking of motor fluency.  
 Both of these findings resonate with William James’ (1884) claim: Emotion 
is not a cause but a consequence of cognitive activity. This emotional experience 
emerges from the successful matching (or not) between a cognitive activity, and 
the signification assigned to it. In the specific field of emotionally-connoted 
language, this matching occurs because of the resonance between a motor 
process, and the motor dimension of language. The wide variety of researches 
demonstrates that the motor correspondence between these elements can come 
from a diversity of sources, such as adaptive motivation, past experiences, body 
specificities or fluency. 
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The Human-Fostered Gorilla Koko Shows 
Breath Control in Play with Wind Instruments  
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Breath control is critical to the production of spoken language and common-
ly postulated as a unique human adaptation specifically for this function. In 
contrast, non-human primates are often assumed to lack volitional control 
over their vocalizations, and implicitly, their breath. This paper takes an 
embodied perspective on the development of breath control in a human-
fostered gorilla, examining her sound play with musical wind instruments. 
The subject Koko was video recorded in her play with plastic recorders, har-
monicas and whistles. The results show that Koko exercises volitional 
control over her breath during instrument play. More generally, the findings 
suggest that all great apes share the potential to develop breath control, and 
that the original adaptive value of breath control was its flexible develop-
ment for the service of behaviors that happened to be useful within particular 
sociocultural and physical environments. 
 
 
Keywords: breath control; embodiment; human-fostered ape; language 

evolution; non-human primate 
 
 
 
 
1. Introduction 
 
The notion of embodiment in cognitive science refers generally to the theory that, 
in order to understand the cognition of a given organism (whether human, 
gorilla, or octopus), we must take into account the nature of the organism’s body 
as it is situated within its everyday physical and social environment (Gibbs 2006). 
Cognition, according to this idea, does not happen in a computational vacuum, 
and neither does it evolve or develop in one, but rather it is distributed across the 
boundaries of brain, body and environment, and emerges through situated ac-
tivity. Thus, cognition is understood to be ecological, and its science requires that 
we seek to understand the adaptive interactions that are created between the bio-
logical organism of interest and its particular environment. Stemming from this 
idea, Johnson (2010: 588) suggests that, “[e]mbodied models […] take cognition 
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as developing through engagement with the world, and so motivate ontogenetic 
analyses of what bodies do under varying environmental constraints”. The pur-
pose of this paper is to apply such an embodied perspective to a case examin-
ation of breath control by a western lowland gorilla. 
 The ability to voluntarily and skillfully employ one’s breath is critical to 
human speech, and is often considered to be an innate biological adaptation that 
humans acquired specifically for functions related to language and possibly song 
(MacLarnon & Hewitt 1999; Fitch 2010). Yet, when humans engage with their 
typical world, they immerse themselves in a variety of activities related to the 
instrumental control of their breath and vocal apparatus that extend well beyond 
the nonetheless pervasive activities of talking and singing. In many North 
American families, for example, children grow up blowing out birthday candles, 
learning to whistle, learning breathing patterns for swimming, karate, or relax-
ation, holding their breath underwater, spitting, blowing spit balls, blowing up 
balloons and paper bags, imitating animals, trains, and flatulence, and so on. 
 In comparison, outside of their vocal behavior, we have little direct empi-
rical knowledge of the breath-related abilities of great apes and other non-human 
primates. What we do know about their ability to control their breath is largely 
inferred from statements about their vocal behavior, which is often believed to be 
subcortical, involuntary and inflexible, with little capacity for learning (Pinker 
1994; MacLarnon & Hewitt 1999; Corballis 2003; Premack 2004; Call & Tomasello 
2007; Pollick & De Waal 2007; Arbib et al. 2008; Tomasello 2008). Often implicit in 
this perspective is the idea that the ability of an animal to control its vocalization 
and breathing is innate, either present or absent in a species, independent of 
environmental conditions. Humans have cortical, voluntary, and flexible control 
over these functions; great apes do not. However, as an empirical claim, this posi-
tion does not account for regular environmental differences in their respectively 
typical developmental circumstances. This qualification is especially true with 
respect to breath control. Humans, in their usual physical and social environ-
ments, are afforded a variety of motivated opportunities to learn and flexibly use 
novel breathing-related behaviors. Yet we know little about the ability of a great 
ape to flexibly control its breath in comparable environments when such beha-
vior is similarly motivated and reinforced. 
 One of the few empirical studies to directly investigate breath control in 
non-human apes focused primarily on the morphology of skeletons, rather than 
the behavior of living animals. MacLarnon & Hewitt (1999) compared the sizes of 
thoracic vertebral canals of humans and other modern apes, along with fossils of 
extinct hominids. The thoracic canal is of particular interest to the evolution of 
breath control, as its size poses a constraint on innervation to the intercostal and 
abdominal muscles that humans use to control breathing during speech. The 
authors conclude from their comparison that ‘enhanced’ breath control was not 
possible for ancestral hominids until at least 1.6 million years ago, around the 
time of Homo ergaster or early Homo erectus. They suggest that, “[i]t is not known 
whether non-human primates could be trained to take on a more human pattern 
of exhalations, but there is no evidence from their habitual vocalizations that they 
would be capable of doing so” (MacLarnon & Hewitt 1999: 358). So what do ape 
vocalizations reveal about their ability to control their breath? 
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 Historically it was believed that ape vocal behavior — and hence the 
breathing that underlies it — was emotional and stimulus-bound, and not under 
volitional control. Even Jane Goodall, after many years observing the chimpan-
zees at the Gombe Reserve, came to the conclusion that, “the production of sound 
in the absence of the appropriate emotional state seems to be an almost impos-
sible task for a chimpanzee” (Goodall 1986: 125). At one time, in fact, ape vocal 
behavior was believed to be so intractable that it was not subject to contingent 
control by operant conditioning (Skinner 1957). Today, however, Skinner’s claim 
is recognized to be false, with counter evidence from a wide variety of primate 
taxa (see Pierce 1985 and Owren et al. 2011 for reviews). Increasing evidence also 
shows that apes are naturally flexible in their deployment of vocalizations — for 
example, suppressing vocalizations in certain situations when it is advantageous 
(Goodall 1986) or producing them only around particular audiences (Laporte & 
Zuberbühler 2010). In addition, a growing number of reports describe the use of 
novel and learned vocalizations and sounds by apes in different environmental 
circumstances, both in natural environments and in captive environments with 
and without human enculturation.  
 One example of learned vocal behavior in natural environments is reported 
in orangutans, which sometimes produce a lip sputter during an evening nest 
building routine (van Schaik et al. 2006). Critically, only certain populations pro-
duce the sound, and it is produced differently between those that do, being used 
at different phases of the nest building procedure. Thus the orangutan lip sputter 
appears to be acquired through social transmission and may be considered as a 
cultural tradition. Another oral sound tradition documented in free-ranging 
orangutans relates to a sound called a kiss-squeak, which is created by a sharp 
intake of air through pursed lips (although it is not clear the extent to which this 
sound reveals control over breathing per se versus the oral manipulation of air). 
Although this particular sound appears to be produced as a nearly universal part 
of the orangutan repertoire, in some populations, it is modified in particular 
ways — covering the mouth with either hands or leaves—that are maintained as 
cultural traditions. Owren et al. (2011) assess novel behaviors like the orangutan’s 
lip sputter and kiss squeak as indicating “rudimentary volitional control over air-
flow”. 
 Great apes in captivity have also been observed to produce learned vocali-
zations, even in cases without human enculturation. One study observed the 
spread of a lip sputter (also known as a ‘raspberry’ or ‘Bronx cheer’) element into 
the pant hoot sequence of a group of captive chimpanzees, originally produced 
by one member of the group, and eventually spreading to six (Marshall et al. 
1999). Another set of studies found that chimpanzees in captivity sometimes use 
novel vocalizations and sounds as attention-getters with human caregivers, 
including a lip sputter and an extended modification of a voiced food grunt 
(Hopkins et al. 2007; Leavens et al. 2010). 
 Of particular relevance to the ontogenetic perspective taken here, there is 
also evidence that in environments with extensive human contact, apes can learn 
new vocal and breath-related behaviors from their human caregivers and com-
panions. One such case concerns the zoo-born orangutan Bonnie, who acquired 
the ability to whistle from observing human caregivers (Wich et al. 2007). Bonnie, 



M. Perlman, F.G. Patterson & R.C. Cohn 
 

436 

who was 30 years old at the time of the report, has been documented from the 
age of 13 years to whistle regularly, often apparently for her own amusement. 
Formal study showed that Bonnie would whistle readily on request, as well as 
spontaneously on her own, and was also able to imitate the whistle duration and 
number of repetitions produced by a human model. There are also several 
anecdotal reports of apes learning to smoke cigarettes. The apes in these cases 
appear to enjoy the activity and show a tendency to develop a habit (Witmer 
1909; Kearton 1925; and see a recently publicized example of a smoking orang-
utan in a zoo in Malaysia at http://www.youtube.com/watch?v=B-h_JlpdRJQ). 
  In a few cases, great apes have developed notable breath control as a result 
of efforts to teach them to speak. A prominent example is the young human-
fostered chimpanzee Viki, who underwent an intensive training regimen con-
ducted by her ‘foster parents’, the psychologists C. and K. Hayes (Hayes 1951). 
From a traditional point of view, the project is remarkable for what is considered 
to be its abject failure. As critics like Pinker (1994) point out, Viki never succeed-
ed in pronouncing more than four words: mama, papa, cup, and up, spoken with 
an unvoiced vowel described as a harsh stage whisper. Nevertheless Viki did 
succeed in achieving some degree of flexible control over her breath and vocal 
tract. Beginning at the age of 4 months, Viki was subject to an operant condition-
ing procedure, which usually took place at the dinner table and used food as 
reinforcement. By 15 months, Viki had learned to articulate the word mama on 
her own, and once acquiring this initial skill to vocalize at will, she was able to 
learn new speech sounds and words more easily by imitation. In addition to the 
speech sounds that comprised her ‘words’, /m/, /p/, /k/ and her vowel, Viki 
also learned to produce various other word-like sounds (e.g. blook, bloo), a Bronx 
cheer, and could blow a whistle as part of an imitation task. 
 Somewhat less accomplished but comparable results were achieved with a 
chimpanzee trained by Garner (1900), a chimpanzee described by Witmer (1909), 
an orangutan trained by Furness (1916), and, more recently, an orangutan taught 
by Laidler (1980). And although not involving explicit training to speak, the 
learned vocal repertoire of Kanzi, a bonobo raised from infancy with extensive 
human enculturation and immersion in symbolic communication, offers a more 
recent example (Hopkins & Savage-Rumbaugh 1991; Taglialatela et al. 2003). 
Contextual and acoustic analysis shows that Kanzi regularly made use of four 
novel peep vocalizations, each used to communicate in distinct semantic con-
texts. 
 Finally, the subject of the present study, Koko, a human-fostered gorilla, 
has been video-recorded in the performance of a variety of behaviors that appear 
to involve voluntary breath control (Perlman et al. in preparation). Video records 
show her huffing and grunting into a telephone, huffing on the lenses of eye-
glasses, performing a fake cough, blowing her nose, performing her version of a 
‘raspberry’ (folding her tongue lengthwise and blowing air through it), and 
blowing into her hand as a communicative gesture. When agitated at a visitor or 
caregiver, Koko sometimes performs a breath-related gesture known as you blew 
it, in which she expels air forcefully towards the face of the transgressor. More 
frequently, Koko performs a more welcoming routine with visitors and care-
givers called the blow test. In an interactive exchange, Koko blows gently towards 
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her interlocutor and smells their breath as they blow back. 
 Altogether these various reports suggest that under certain circumstances 
apes are able to develop flexible control over their breathing, and that they can 
acquire this control towards the performance of instrumental behaviors such as 
producing attention-getting vocalizations and socially transmitted, learned beha-
viors like whistling. Although Viki in particular was subjected to intensive oper-
ant conditioning without substantial progress towards actually learning to speak, 
the point is often neglected that she did acquire more general volitional control 
over her breathing and sound production.  
 These previous reports reveal the development of breath control in chim-
panzees, a bonobo, and orangutans, yet studies have not addressed whether 
gorillas might acquire a similar level of volitional control. However, given their 
place in the great ape family, it is reasonable to expect gorillas to exhibit com-
parable potential for breath control, which would imply that the behavioral and 
neural basis to develop breath control is a general trait of the great apes. In 
support of this reasoning, the present paper reports on a series of video-recorded 
observations of the human-fostered gorilla Koko as she exercises breath control 
during play with musical wind instruments. 
 
 
2. Method 
 
2.1. Subject 
 
The subject of the study is Koko, a female western lowland gorilla (Gorilla gorilla 
gorilla) who was 37 to 39 years of age during the reported observations. Koko was 
born in 1971 at the San Francisco Zoo, but became ill at six months and was 
moved from the zoo’s gorilla enclosure to be cared for by humans and nursed 
back to health (Patterson & Linden 1981). At the age of one year, she came under 
the care of the second and third authors (FGP, RHC). At this time, Koko began 
lifelong tutelage in a sign system derived from American Sign Language, as well 
as immersion in spoken English. Over the course of her life, play with musical 
instruments has been a common interactive activity between Koko and her care-
givers, and as such, one that has been encouraged and rewarded. In general, 
Koko’s novel breath-related and vocal behaviors have been subject to demon-
stration, molding and various forms of reinforcement including food and verbal 
praise, but have not been specifically trained by operant conditioning proced-
ures. 
 
2.2. Data Recording 
 
The data come from video recordings made during regular daily sessions 
involving Koko, FGP and RHC. In most of the recordings, Koko interacted most 
directly with FGP while RHC operated the camera. On a few occasions, family or 
visitors are present, although these occasions did not happen to be part of the 
present report. Similar video recorded sessions have been a more-or-less regular 
event since the project’s beginning in 1972 and are an ordinary part of Koko’s 



M. Perlman, F.G. Patterson & R.C. Cohn 
 

438 

daily routine. In general, the video was taken without a specific research project 
in mind, but does reflect a broader effort to document Koko’s notable abilities, 
communications, and life landmarks. The present study focuses on video 
recordings from July 2007 through December 2010. 
 
2.3. Analysis 
 
The first author (MP) viewed the video corpus and identified all instances of 
Koko interacting with a musical wind instrument. It was known in advance of 
this search that Koko commonly participated in play with wind instruments, and 
that numerous instances had been recorded in the corpus. Audio .wav files were 
extracted from the positively identified video clips, and Praat phonetic analysis 
software (Boersma 2001) was used to determine the onset and offset of each 
audible manipulation with an instrument. These times were used to compute the 
duration of each sound and the intervals between them. 
 Koko was observed to perform three relevant types of behaviors during her 
instrument play, and each instance was classified accordingly. The majority of 
the time she blew into the instrument with the result that it produced a tone, an 
event referred to as a toot. On some other occasions, she produced blows, 
instances in which she blew into or on the instrument, but without producing a 
tone. And finally, she sometimes produced markedly short tones that appeared 
to be produced by oral manipulation (e.g., sucking) but without any clear breath 
control. These cases were operationalized as any tone produced with a duration 
less than 0.26 seconds, and were excluded from further analysis. This operating 
definition was supported by a bimodal distribution of toot durations, with none 
occurring within the inclusive range of 0.26 to 0.30 seconds (i.e. orally performed 
toots were generally shorter than 0.26s while true toots were longer than 0.30s; 
Table 1). We generally did not see evidence that Koko selected particular notes in 
her play. 
 Koko’s instrument play was divided into bouts, which were defined as a 
series of toots that were separated by no more than 30 minutes from another toot. 
Bouts were further divided into sequences, defined as a series of toots separated 
by less than 4.23 seconds from another toot. This cutoff point was selected as 
what appeared to be a natural dividing point for Koko: a local minimum in a 
bimodal distribution of inter-toot intervals (see Table 1). 
 Each bout was coded for the circumstances of its initiation — either self-
initiated by Koko or encouraged by FGP and RHC — and its consequences, 
resulting in a verbal response, food, or no interactive response at all. During each 
bout, RHC was generally operating the video camera and directing it at Koko, 
but this act in itself was not considered in coding initiation or consequence. 
Initiations were determined by examining the clip for 30 seconds immediately 
preceding the bout, and consequences were assessed during the play bout and 
extending for 30 seconds immediately following it. 
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Toot Duration(s) ≤ 0.33 0.33–0.67 0.67–1.00 1.00–1.33 1.33–2.00 /0.26–0.30/ 
Number of Toots 16 70 37 21 6 4/0/3 
Inter-Toot Interval(s) ≤ 1.5 1.5–3.0 3.0–4.5 4.5–7.5 ≥ 7.5 /3.08–4.23/ 
Number of Intervals 113 11 2 6 12 8/0/4 
 
Table 1:  Toot Durations and Inter-toot Intervals. Note that the times are in seconds. The final 
column shows the range in which the local minimum was established: 0 for the specified range, 
along with the count for the preceding and subsequent ranges of the same size (used to distinguish 
oral manipulations and sequences) 
 
 
3. Results 
 
In total, Koko was observed to perform 137 individual toots (84% of total mani-
pulations) over the course of 38 sequences and 17 different bouts, with only two 
bouts occurring on the same day (See Table 2). In addition, she produced 12 (7%) 
blows and 14 (9%) excluded instances of oral manipulations. Koko most com-
monly played with one of several plastic recorders, but also used other instru-
ments including harmonicas and party favor whistles. 
 

Instrument Bouts Sequences Toots 
Recorder 12 29 111 

Harmonica 2 6 20 

Party Favor 3 3 6 

Total 17 38 137 
 
Table 2:  Number of Bouts, Sequences, and Toots by Instrument Type 
 
 Table 3 shows the counts for how each bout was initiated and its 
consequence. Of the 17 bouts, only 11 provided the 30 seconds of preceding 
video footage necessary to determine its initiation (specifically to verify that it 
was self-initiated). Of these 11, 6 were self-initiated compared to 5 that were en-
couraged. 13 of the 17 bouts were videotaped with the necessary 30 seconds of 
subsequent footage, and of these, 8 resulted in some kind of verbal response, 2 in 
food, and 3 received no apparent acknowledgment. 
 

Initiation Consequence 
Self Encouraged Unknown Verbal Food None 

6 5 6 12 (8) 2 3 
 
Table 3:  Number of Bouts by Initiation and Consequence. Note that food also implies a verbal 
consequence. For verbal consequence, the parentheses indicate the number of instances verified for 
a full 30 seconds after the bout 
 
 Table 4 shows the characteristics of Koko’s musical bouts, sequences, and 
toots. On average, a bout lasted for 26.7 seconds (SD = 40.0), and individual 
sequences lasted for 6.3 seconds (SD = 5.64), with an average of 3.61 toots per 
sequence (SD = 2.68). Toot durations lasted on average 0.72 seconds (SD = 0.21) 
with a mean inter-toot interval of 1.06 seconds (SD = 0.18).  



M. Perlman, F.G. Patterson & R.C. Cohn 
 

440 

 In addition, we were interested in Koko’s rate of toots and blows for each 
sequence. Since sequence durations were calculated from the onset of Koko’s 
initial toot, they failed to include the initial inhalation phase. Thus an adjusted 
sequence duration was calculated by subtracting the duration of the initial toot 
from the total duration of the sequence, thereby including only complete 
inhalation-exhalation breath cycles. (Consequently, the six single-blow sequences 
were not included in this calculation.) In sequences interrupted by oral manipu-
lations, the longest continuous portion of toots and blows from the sequence was 
used. From this adjusted duration, an extrapolated rate of blow cycles per minute 
was calculated for each sequence. 
 On average, Koko blew into the instrument at a rate of 36.14 cycles per 
minute (SD = 8.71). A critical question is whether this rate varies from Koko’s 
usual breathing rate, as this would indicate that her breathing was under 
voluntary control. In general, Koko was stationary during her instrument play 
and did not exceed a mild level of physical activity. For comparison, we estim-
ated Koko’s breathing rate just after mild to moderate activity on eight occasions 
in September and October 2011, and found the range to be from 16 to 20 breaths 
per minute (BPM). A rate of 25 BPM was selected as a conservatively high esti-
mate, and a single sample t-test showed that the rate of blow cycles per minute 
was significantly faster than this baseline breathing rate, t(31) = 7.24, p < 0.0001. 
 Last, we examined the intensity of Koko’s 12 blows with the question of 
whether they showed evidence of increased forcefulness over her baseline 
breathing intensity. In general, the energy of the blows was clearly audible du-
ring audio-only playback, as well as visible in a spectrogram, indicating a clear 
elevation in sound intensity from background noise. Koko’s normal breathing, in 
contrast, was generally not detectable under the recording conditions, either 
audibly or by spectrogram. Intensity measurements were taken at the onset and 
offset of the blow, and these were averaged together as a baseline intensity for 
comparison to the blow’s mean and maximum intensity. The results showed an 
average increase in mean intensity of 5.12 dB (SD = 3.99) and an average maxi-
mum intensity of 9.79 dB over baseline (SD = 4.67). 
 
 Recorder Harmonica Party Favor Total 
 Mean SD Mean SD Mean SD Mean SD 
Bout duration(s) 41.80 53.10 26.87 NA 4.68 2.66 26.66 39.99 
Sequence duration(s) 6.28 5.40 7.19 8.16 4.68 2.66 6.29 5.64 
Toots per sequence 3.83 2.76 3.33 2.88 2.00 1.73 3.61 2.68 
Toot duration(s) 0.67 0.16 0.89 0.21 0.76 0.09 0.72 0.18 
Inter-toot interval(s) 1.02 0.34 1.27 0.49 1.05 0.25 1.06 0.36 
Blow cycles/minute 38.09 8.48 29.79 8.19 31.17 5.53 36.14 8.71 
 
Table 4:  Characteristics of Bouts, Sequences and Toots 
 
 
4. Discussion 
 
We analyzed video recordings of the human-fostered gorilla Koko performing 38 
sequences of play with musical wind instruments from 17 different bouts. 
Presumably due to an environment more comparable to human children learning 
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to play a musical instrument, Koko has developed the volitional ability to use her 
breath to produce tones with a variety of instruments, including plastic record-
ers, harmonicas, and party-favor style whistles. The analysis shows that when 
Koko blows on an instrument, she tends to adopt a pattern of breathing that is 
significantly faster than her normal rate. Moreover, although difficult to verify, it 
would seem that the air pressure necessary to sound a tone would also require 
Koko to produce extra forceful breaths while playing. This point is supported by 
the few occasions when she directed blows at the instrument that were not in the 
proper place or manner to produce a tone. The breaths she exerted in these 
instances showed a clear increase in sound energy over the background noise, 
whereas her normal breathing was not generally detectable. Koko thus shows the 
ability to exercise volitional control over the frequency and forcefulness of her 
breath. 
 It is true that instrument play is commonly modeled for Koko, and her 
performance is often encouraged, engendering positive social response, at times 
including explicit rewards of praise and food. We note, however, that this 
scenario of positive engagement and reinforcement is roughly similar to many 
environments in which human children learn to play musical instruments and 
perform other breathing-related behaviors. This point is critical from the 
ontogenetic perspective of embodiment, according to which breath control is 
understood to develop ecologically, in contexts in which it is useful and relevant. 
Furthermore, several aspects of Koko’s instrument play point to an intrinsic 
interest she has gained in the activity, showing it to be more than a reward-
contingent trick. Koko is often inclined to play when the opportunity arises (e.g., 
when she is handed an instrument), and the video recorded bouts show that she 
often sounded her instrument repeatedly without any visible expectation of 
reward, sometimes for more than a minute at a time. Additionally, Koko herself 
initiated the majority of sessions, received food rewards for only a small pro-
portion, and in a few cases, appeared to blow on the instrument without receiv-
ing explicit social acknowledgment (aside from video recording), possibly for her 
own amusement. In any case, it is clear that Koko understands the different in-
struments’ sound making affordances, and is fully capable of taking advantage of 
them when she wishes. 
 Fitch (2006) raises the question of whether increased breath control evolved 
specifically in the adaptive service of speech, or whether it may have evolved 
first for other reasons — he offers the examples of prolonged running or 
swimming — and thereby was available as a pre-adaptation for spoken language. 
Koko’s instrument play is the first documented case of breath control in a gorilla, 
but it contributes to a growing literature that now spans reports of voluntary 
breath and vocal control across the great apes. The converging consensus is that 
the great apes, as a family, possess the potential to control their breath and that 
this ability develops flexibly in contexts when it is motivated and useful. Thus 
breath and vocal control does not arise as a monolithic skill that an organism 
either does or does not possess, but instead it is acquired and practiced within an 
instrumental, purposeful context. 
 From the present report and the literature reviewed above, we see a few 
different contexts that appear to motivate the development of breath and vocal 
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control. With captive chimpanzees (Hopkins et al. 2007; Leavens et al. 2010), we 
see the instrumental use of innovative airflow and vocal sound as an attention 
getter with human caregivers. In a few cases with intensive human interaction, 
novel, more semantically specific communicative signals are developed and 
learned, as with the human-fostered bonobo Kanzi’s untrained modifications of 
peep calls (Hopkins & Savage-Rumbaugh 1991; Taglialatela et al. 2003) and the 
chimpanzee Viki’s similarly sized, trained vocabulary of ‘words’ (Hayes 1951). 
And a more vague, culturally determined relevance motivates the spread of 
several behaviors that are seemingly more arbitrary in function. These behaviors 
include, for example, the nest building lip sputters of wild orangutans (van 
Schaik et al. 2003) and the raspberries incorporated into chimpanzee pant hoots 
(Marshall et al. 1999). These behaviors are meaningful in their particular 
sociocultural context, but otherwise do not appear to serve any clear instrumental 
function. The case study of Bonnie the whistling orangutan (Wich et al. 2009) and 
the present study of Koko’s wind instrument play may also fall into this category. 
However these activities also seem to provide intrinsic entertainment for Bonnie 
and Koko (perhaps similar to music in humans), and are performed more 
independently of any specific cultural routine. 
 Taken together, these various research findings suggest that the adaptive 
value of breath control among the great apes lies in its flexible development in 
the service of behaviors that are relevant and motivated within a particular 
environment. While one may argue that many observed instances take place 
within an ‘artificial’ human context, there are at least a few observations of 
flexible breath-related behavior in free-ranging apes. Additionally, it is important 
to note that the current cross section of observational time is extremely narrow in 
comparison to the millions of years of adaptive contexts and social traditions that 
may have cycled in and out of ape populations over their histories. Over the 
course of great ape cultures, it seems probable that a multitude of breath-related 
behaviors have come in and out of fashion. 
 Thus, from the present embodied, ecological perspective, Fitch’s question 
of whether breath control evolved specifically to support speech versus some 
other specific behavior neglects the possibility that breath control is adaptive for 
its flexibility, rather than for any function (or set of functions) in particular. 
Indeed, this point is supported by the wide variety of behaviors involving breath 
control that are pervasive in human cultures, spanning children’s play, smoking, 
spitting, whistling, vocal imitation, breathing patterns in activities like swim-
ming, diving, running, and spiritual rituals, and of course, talking and making 
music. Clearly, humans show an extraordinary ability to hone their breath 
control into a dexterous and finely tuned instrument, serviceable for a number of 
culturally determined functions. Mounting evidence suggests that we are not 
fully unique in this respect, and that our great ape relatives share with us at least 
a rudimentary basis for this flexibility in their breathing and vocal behavior. 
 
 
 
 
 



Gorilla Breath Control 
 

443 

References 
 
Arbib, Michael A., Katja Liebal & Simone Pika. Primate vocalization, gesture and 

the evolution of human language. Current Anthropology, 49, 1053–1076. 
Boersma, Paul. 2001. Praat, a system for doing phonetics by computer. Glot 

International 5, 341–345. 
Call, Josep & Michael Tomasello. 2007. Introduction: Intentional communication 

in nonhuman primates. In Josep Call & Michael Tomasello (Eds.), The Ges-
tural Communication of Apes and Monkeys, 1–16. Mahwah, NJ: Lawrence 
Erlbaum. 

Corballis, Michael C. 2003. From mouth to hand: Gesture, speech, and the evo-
lution of right-handedness. Behavioral and Brain Sciences, 26, 199–260. 

Fitch, W. Tecumseh. 2006. Production of vocalizations in mammals. In Keith 
Brown (ed.), Encyclopedia of Language and Linguistics, 115–121. Oxford: Ox-
ford University Press.  

Fitch, W. Tecumseh. 2010. The Evolution of Language. Cambridge: Cambridge Uni-
versity Press. 

Furness, William H. 1916. Observations on the mentality of chimpanzees and 
orangutans. Proceedings of the American Philosophical Society 55, 281–290. 

Garner, Richard. 1900. Apes and Monkeys: Their Life and Language. London: Ginn.  
Gibbs, Raymond W., Jr. 2006. Embodiment and Cognitive Science. Cambridge: Cam-

bridge University Press. 
Goodall, Jane. 1986. The Chimpanzees of Gombe: Patterns of Behavior. Cambridge, 

MA: Harvard University Press. 
Hayes, Cathy. 1951. The Ape in Our House. New York: Harper. 
Hopkins, William D. & E. Sue Savage-Rumbaugh. 1991. Vocal communication as 

a function of differential rearing experiences in Pan paniscus: A preliminary 
report. International Journal of Primatology 12, 559–583. 

Hopkins, William. D., Jared Taglialatela & David A. Leavens. 2007. Chimpanzees 
differentially produce novel vocalizations to capture the attention of a 
human. Animal Behaviour, 73, 281–286. 

Johnson, Christine M. 2010. Observing cognitive complexity in primates and ceta-
ceans. International Journal of Comparative Psychology 23, 587–624. 

Kearton, Cherry. 1925. My Friend Toto: The Adventures of a Chimpanzee, and the 
Story of His Journey from the Congo to London. London: Arrowsmith. 

Laidler, Keith. 1980. The Talking Ape. New York: Stein and Day. 
Laporte, Marion N. C. & Klaus Zuberbühler. 2010. Vocal greeting behaviour in 

wild chimpanzee females. Animal Behaviour 80, 467–473. 
Leavens, David A., Jamie L. Russell & William D. Hopkins. 2010. Multimodal 

communication by captive chimpanzees (Pan troglodytes). Animal Cognition 
13, 33–40. 

MacLarnon, Ann M. & Gwen P. Hewitt. 1999. The evolution of human speech: 
The role of enhanced breathing control. American Journal of Physical Anthro-
pology 109, 341–363. 

Marshall, Andrew J., Richard W. Wrangham & Adam Clark Arcadi. 1999. Does 
learning affect the structure of vocalizations in chimpanzees? Animal Beha-
viour 58, 825–830. 



M. Perlman, F.G. Patterson & R.C. Cohn 
 

444 

Owren, Michael J., R. Toby Amoss & Drew Rendall. 2011. Two organizing 
principles of vocal production: Implications for nonhuman and human 
primates. American Journal of Primatology 73, 530–544. 

Patterson, Francine G. & Eugene Linden. 1981. The Education of Koko. New York: 
Holt, Rinhart & Winston. 

Pierce, John D., Jr. 1985. A review of attempts to condition operantly alloprimate 
vocalizations. Primates 26, 202–213.  

Pinker, Steven. 1994. The Language Instinct. New York: William Morrow and Co. 
Pollick, Amy S. & Frans B. M. de Waal. 2007. Proceedings of the National Academy of 

Sciences, 104, 8184-8189. 
Premack, David. 2004. Is language the key to human intelligence? Science 303, 

318–320. 
Skinner, B. F. 1957. Verbal Behavior. New York: Appleton-Century-Crofts. 
Taglilatela, Jared P., Sue Savage-Rumbaugh & Lauren A. Baker. 2003. Vocal pro-

duction by a language-competent Pan paniscus. International Journal of Prim-
atology 24, 1–17. 

Tomasello, Michael. 2008. Origins of Human Communication. Cambridge, MA: MIT 
Press. 

van Schaik, Carel P., Marc Ancrenaz, Gwendolyn Borgen, Birtue Galdikas, 
Cheryl D. Knott, Ian Singleton, Akira Suzuki, Sri Suci Utami & Michelle 
Merrill. 2003. Orangutan cultures and the evolution of material culture. 
Science 299, 102–105. 

Wich, Serge A., Karyl B. Swartz, Madeleine E. Hardus, Adriano R. Lameira, Erin 
Stromberg & Robert W. Shumaker. 2009. A case of spontaneous acquisition 
of a human sound by an orangutan. Primates 50, 56–64. 

Witmer, Lightner. 1909. A monkey with a mind. The Psychological Clinic III, 179–
205. 

 
 
 
 
Marcus Perlman           Francine G. Patterson & Ronald H. Cohn 
University of California, Merced      The Gorilla Foundation 
Department of Information and Cognitive Sciences   
5200 North Lake Rd.          1732 Woodside Road 
Merced, California 95343        Redwood City, California 95040  
USA              USA 
mperlman@ucmerced.edu        research@koko.org 



 
 
 
 

Biolinguistics 6.3–4: 445–461, 2012 
ISSN 1450–341       http://www.biolinguistics.eu 

Three Ways to Bridge the Gap between 
Perception and Action, and Language 

 

 

Jean-Luc Petit 
 

A rallying cry in some sectors of cognitive science, the embodiment of 
language is understood here in the full content of meaning of 
phenomenological tradition to help assess the remaining distance from 
neuroscience to a science of language, provided that tracking down in the 
brain neural events correlative of verbal behavior would not be sufficient. 
From an eidetic standpoint, one must build the transition between 
perceptive, pragmatic and semantic morphologies. From the point of view of 
subjective experience, one must understand how it is possible that we move 
from our sensory and kinaesthetic experiences to verbal expressions of a 
sense that could be shared by others. That is why, in order to prevent neglect 
of any dimension of embodiment of language, we would rather plead for a 
threefold approach than concede that the current naturalistic mode is the 
only possible. 
 
 
Keywords: embodiment of language; kinaesthesia as operator of constitu-

tion; meaning morphologies and morphodynamics 
 
 
 
 
1. The ‘Embodiment of Language’: A Spectrum of Possible Meanings 
 
The expression ‘embodiment of language’ refers to a new trend of research on the 
neural basis of language. Apart from a convenient label to bring together 
different research teams, this expression suggests that there is a special 
relationship between language and the body. The philosophical observer may 
wonder whether he will find in it the traditional philosophical problem of the 
incarnation of mind. But, as it would be foolish to project interpretations of a 
philosopher on empirical science, we should first get familiar with the use of 
‘embodiment’ by the researchers themselves. If we try to consider all the 
contributions to the investigation of the brain bases of language without omitting 
any of the protagonists in the ongoing controversy (cf. Dinstein et al. 2008; Hickok 
2008; Lotto et al. 2008; Mahon & Caramazza 2008; Lingnau et al. 2009; Scott et al. 
2009), we will find a spectrum of, at first sight not very homogeneous, uses: Are 
these different uses of the term ‘embodiment’ mutually compatible, and can they 
be reduced to one unequivocal sense? That is no mere pedantic tinkering aimed 
at the semantic correctness of scientific discourse. My suspicion is that the fashion 
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of embodiment makes us underestimate the difficulty of naturalizing the study of 
language. Rooting language in the body, without worrying too much on how to 
do it, are we not tempted to believe abolished the distance between our material 
nature and the logical ideality of meaning, between empirical data and the lived 
experience of meaning? 
 
1.1. From Modularity to Interaction  
 
After the provocative revival of Gall’s Phrenology by Fodor (1983), it looked as 
though major cognitive functions, such as object or sentence recognition, could be 
fully carried out by specialized peripheral systems that operate independently of 
each other without exchanging information, so that the organism, in spite of its 
anatomic unity, is like a hydra at the cognitive point of view. The contribution of 
brain imaging in a study previously limited to the observation of deficits due to 
brain lesions made possible a new approach on the foundations of language. This 
new approach suggests that its functions are not underpinned by specialized 
modules but rather by an extensive network of distinct areas of the brain that 
sustain a permanent dialogue with each other (cf. Wise et al. 1991; Démonet et al. 
1992; Bookheimer 2002). Such research tends assuredly to some form of embodi-
ment: the recovery of the integrative unity of the organism on its fragmentation 
into multiple modules. Even more interestingly, the recognition of the 
interdependence between widely distributed brain regions at the basis of 
language opened the way for revolutionary assumptions about the direction of 
their mutual interactions during verbal behavior. 
 
1.2. The Motor System Not a Mere Output 
 
The classic model of the bases of language (cf. Lichtheim 1885, Geschwind 1965) 
strictly subordinates the production of speech sounds by articulators to the 
cognitive processing of linguistic information. This model limits the contribution 
of the motor system to the role of slavishly executing a motor program developed 
elsewhere in auditory areas and in the upper levels of the hierarchy of the 
cognitive system. This representation of the muscular production of speech rests 
on the traditional prejudice concerning the body as an instrument of thought. 
This prejudice is shaken by the discovery of retroactive influences, sometimes 
modulatory and sometimes formative, performed by the articulator system on 
auditory reception and semantic interpretation of phonemes and expressions (cf. 
Gentilucci et al. 2001, Fadiga et al. 2002). This rehabilitation of the cognitive 
function of movement in speech amounts to an embodiment of language. 
 
1.3. Binding Doesn’t Need Abstract Supramodal Computation 
 
The synthesis of sensory qualities of perceived objects raises, at the level of the 
neuron or neuronal group, the problem of binding of unimodal signals of 
different pathways: visual, auditory, olfactory, vestibular, proprioceptive, and 
visceral in a supramodal concept of the object (cf. von der Malsburg 1995). This 
integration function is classically delegated to a central cognitive system hierar-
chically superior to the various sensory systems and exerting an influence on 
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their operation, especially through the orientation of attention (cf. Norman & 
Shallice 1980).This hypothesis of a purely conceptual, amodal thus disembodied, 
center is unlikely given the ubiquity of the mixture of influences of the various 
modalities that occurs at synaptic connections. The introduction of a transversal 
process of integration between modalities would allow us to dispense with this 
hypothesis, assuming that the motor system is able to preform perception 
through action (cf. Rizzolatti et al. 1994; Umilta et al. 1994; Skipper et al. 2007).  
 
1.4. From Mentalese to ‘the Language of Neurons’ 
 
In the history of cognitive science Chomskyan idea of competence, with its strict 
distinction as to performance and its priority over the latter for the study of lang-
uage has had a founding role (cf. Chomsky 1965). This distinction, and hierarchy 
resulting from it, tended to assimilate the core structure of the linguistic 
capability of man to a language of symbolic logic and its implementation to an 
application of syntactic rules to strings of symbols (a calculus). Once the language 
of thought has been internalized in this deep structure its realization in acts of 
communication could only appear as a contingent coating surface structure. The 
mind’s Mentalese, following Fodor (1975), limited the contribution of neuro-
science to the study of language to the realization of the logical structure of 
competence in a brain-machine indifferent to its program. A recent alternative to 
this ideology, the identification of linguistic information processing with neural 
dynamics itself and its laws of association is yet another form of embodiment of 
language (cf. Pulvermüller 2002).  
 
1.5. Broca’s Area: An All-Purpose Processor of Complexity 
 
Whether converging or diverging, the various trends expressing themselves 
through the theme of embodiment are represented in the debate on the 
interpretation of the functions of Broca’s area. Traditionally regarded as a center 
for motor realization of speech at the end of cognitive processing, the 
contribution of Broca’s area was found to take place earlier and to be more 
complex, since it is recruited at all levels of verbal conduct: for perception as well 
as for production, for syntactic construction as well as for semantic interpretation 
(cf. Nishitani et al. 2005; Fadiga & Craighero 2006; Tettamanti & Weniger 2006). 
This redefinition of the linguistic functions of Broca’s area coupled with a phylo-
genetic hypothesis put forward by Rizzolatti & Arbib (1998) about its origins in a 
monkey’s premotor area site of mirror neurons crosses the issue of embodiment: 
Should we assign this key node in the brain circuits of language to the motor 
system? Or should we not rather focus on the emancipation of this area from its 
former utilitarian functions and the acquisition by it of a capacity to process any 
multimodal cognitive complexity, such as syntactic dependencies between items 
at non rigid positions whether in the word order or in any sequence, including 
arbitrary symbols, musical sounds and motor acts parts of a goal-oriented action 
(cf. Tettamanti et al. 2009; Fadiga et al. 2010)? The conflict of interpretations on the 
function of Broca’s area shows that concerning the relationship between language 
and the body empirical research has not resulted in a generally accepted doctrine 
which may discharge of its responsibilities the philosophical reflection on 
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embodiment, a reflection to which it might be time to return for a much-needed 
guidance. 
 
 
2. That Neuroscience Cannot Do Without a  Phenomenology of Language 
 

On ne comprendra jamais ces deux idées à la fois si l’on continue d’osciller 
entre la notion de «motricité» et celle «d’intelligence», et si l’on ne découvre 
pas une troisième notion qui permette de les intégrer, une fonction, la même 
à tous les niveaux, qui soit à l’œuvre aussi bien dans les préparations 
cachées de la parole que dans les phénomènes articulaires, qui porte tout 
l’édifice du langage, et qui cependant se stabilise en processus relativement 
autonomes.1               (Merleau-Ponty 1945: 228) 

 
One will not fail to note in passing that the well-known promoter of the 
phenomenology of the body, far from being uniquely concerned with bodily 
experience, was fully aware of the importance of being clear about the 
implementation of functions and processes of language. Does recent work on the 
cerebral bases of language have surpassed this vacillation between motricity and 
representation? As everyone knows, such work is divided into two schools: 
Theory of Mind (cf. Premack & Woodruf 1978; Frith & Frith 1999) and Simulation 
(cf. Goldman 1989, 1992) or Embodiment (cf. Gallese & Goldman 1998; Gallese 
2001), although some researchers are leaving the path of controversy for a search 
for complementarity (cf. Schippers et al. 2009, 2010). Is this a confirmation of 
Merleau-Ponty’s diagnosis? His remark would shift from diagnosis to prognosis 
and even premonition: Should we go that far? The turn taken by empirical re-
search barely helps to fix our ideas.  
 
2.1. Let’s Not Replace Questions of Essence with Evolutionary Narratives 
 
The concern of biologists for the evolutionary origins of human capabilities may 
sometimes cause puzzlement to the philosopher. It may seem natural to think 
that the primary issue of any inquiry, philosophical, empirical, or otherwise, is 
the question “What is it?” a question concerning the essence of the thing itself 
and not its becoming, its origins, its cause, its effects, etc. The transition from a 
study of language to a study of its neural basis led to a replacement of “What is 
it?” by “Where did that come from?” even though the story answering the second 
question does not necessarily provide the definition expected in response to the 
first (cf. Rizzolatti & Arbib 1998; Corballis 2002, 2004, 2011; Fadiga & Craighero 
2007). Moreover, blurring the differences can be detrimental to our under-
standing: If speaking, hearing and understanding are to be conceived henceforth 
as species of movement or imitation of movement, surely our concepts of move-
ment and of speech will have to be altered. Will moving still mean moving one’s 
body and will understanding someone still mean knowing what he means?  

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
    1 ‘We will never understand these two ideas at once if we continue to oscillate between the 

notions of “motricity” and of “intelligence”, and if one does not discover a third concept that 
allows to integrate both of them, a function, the same at all levels, that is at work both in the 
hidden preparations of speech and in the articulator processes, which supports the whole 
structure of language, and yet stabilizes itself in relatively autonomous processes.’ 
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2.2. Piecemeal Solutions Conceal the Full Extent of the Dilemma 
 
The shortest way to account for the embodiment of language goes through 
observation of articulator gestures and hand gestures that accompany or replace 
speech, as in sign language: These gestures are what is seen in linguistic 
communication; their neural correlates are the natural candidates for rooting 
language in the body (cf. Goldin-Meadow 1999; Gallagher & Frith 2004; Corina & 
Knapp 2006; Montgomery et al. 2007; Holle et al. 2008; MacSweeney et al. 2008; Xu 
et al. 2009; Emmorey et al. 2010). If the embodiment of language in all its dimens-
ions has little meaning, an obvious short circuit is to look first in the cartographic 
representations of the body in sensorimotor cortical areas as mapped by Penfield 
& Rasmussen (1950) for the potential correlates of the lexicon of action verbs or of 
action sentences (cf. Hauk et al. 2004; Buccino et al. 2005; Pulvermüller 2005; Aziz-
Zadeh 2006; Pulvermüller & Fadiga 2010). From there, one will address the fol-
lowing problem: whether it is possible to extend what is true for gesture (or the 
motor repertory) to the entire verbal behavior in the hope that the generalization 
reveals the uninterrupted passage between phoneme production/perception and 
construction/interpretation of expressions or sentences. But if gesture is already 
language, basing language on gesture cannot do much to clarify the nature of 
language. If action verbs derive their meaning from actions they express, this is 
not the case in the rest of lexicon. Their metaphorical usage is a semantic 
innovation that might rather undermine than safeguard the link with action. 
 
2.3. The Challenge: Rooting Meaning Morphologies in the Body 
 
The possibility for human beings to express through linguistic expressions 
perceived forms of the visual field and goals or affordances of the practical field 
depends on an underlying mediation between the categories of perception and of 
action presumably to be performed in the last instance in brain circuits. The 
abstract principle of the semantic universality of natural language in the sense of 
Tarski (1936) presupposes such mediation without accounting for it: “If it is 
possible in general to talk of anything whatsoever in a sensible way, then it is 
also possible to talk of that thing in everyday language” (p. 170). One must 
understand step by step how it is possible that any configurations, whether 
objects of visual attention or goals of intended actions — configurations that 
emerge and stabilize in a silent experience — are promoted and safeguarded in 
terms of their expression in linguistic forms. To clarify the transition between the 
morphologies of different eidetic types (not just the linguistic type) that inform 
the conduct of agents-observers-speakers it is not sufficient to trace courses of 
events in brain circuits. The problem of embodiment is not settled at the level of 
neurons because it is both and inextricably eidetic and psychophysiological. 
 
 
3. The Phenomenological Tradition and its Deceptive Proxy 
 
Without lapsing into an outdated imperialism, a philosopher may be surprised 
by what appears to be a revival of the theme of incarnation in the literature on 
embodiment coupled with a misunderstanding, if not a systematic attribution 
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error, of the original sources of this theme. The fact is that the requirement of 
thinking together, and inter-relating, bodily experience with understanding the 
actions of others, action with the perception of the environment, imitation with 
intersubjective communication, dates back to the phenomenological movement in 
the early twentieth century (e.g., Lipps, Dilthey, Husserl, Scheler, Stein, Reinach, 
Heidegger, etc.). However, everything happens as if current neuroscience sought 
a basically inadequate substitute for this phenomenology in authors who hesitate 
between behaviorism and cognitivism, between mentalism and physicalism, bet-
ween computation and simulation (e.g., Liberman, Gibson, Goldman, etc.).  
 
3.1. Liberman, Gibson, Goldman, et alii  
 
Instead of relying on a phenomenology, Liberman’s (1985) conception of arti-
culator gesture seeks to frame phenomena in two successive doctrines: (i) a 
behaviorist concern to assign phonetic units to a coarticulation resistant, 
recordable movement; (ii) an assignment of phonetic encoding and decoding to a 
peripheral system, conforming to the modularity of mind doctrine. Gibson’s 
concept of affordance and ecological theory of perception (1977, 1979) resembles 
a phenomenological description of the morphological structures of Umwelt for a 
living being, but is marred by a physicalism for which the perceptual invariants 
are due to information actually residing in the optical flow. Recycling Goldman’s 
simulation theory (1989, 1992) as functional interpretation of the brain system of 
mirror neurons linking observation and execution of actions does not provide the 
satisfactory alternative that Gallese & Goldman (1998) believe to the theory of the 
mind that subordinates recognition of others to an inference of the cognitive 
subject. That is because, insofar as the observer is supposed to have his own 
motor system objectified as a representation in mind and to use it for predicting 
the future behavior of an observed agent, this so-called simulation remains a 
solipsistic process that takes place entirely in the cognitive system of an isolated 
individual. I’m not specifically trying to prove the reality of these shortcomings 
because they only make sense and present any seriousness from the phenomeno-
logical perspective. Whether they follow the line of Liberman, Gibson, or Gold-
man, their disciples presumably can live without discomfort with the aspects we 
just emphasized of their favorite theories. The point is that none of these 
approaches, despite the attraction they may have for those who seek to embody 
the language in the body, is likely to meet the requirements of a phenomenology 
of embodiment of language, a phenomenology in the lack of which, I contend, 
one will remain stuck midway on the path to embodiment.  
 
3.2. Merleau-Ponty, the One Acceptable Phenomenologist 
 
Merleau-Ponty enjoys in cognitive science a favorable view that is denied to the 
philosopher from whom he borrows his ideas, namely Husserl, especially in his 
later texts on the body and intersubjectivity and the world (Husserl 2008, 1973a). 
This unfair attribution goes so far as to conceal the Husserlian origins of the 
themes of Merleau-Ponty’s phenomenology of perception, despite the fact that he 
himself made no mystery of their provenance. To counterbalance this trend, it is 
noteworthy that Merleau-Ponty’s assimilation of the own body (Leib in contra-
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distinction to Körper) with the body schema of neurologists (cf. Head & Holmes 
1911) is perhaps not the bridge one might think would lead to the functional 
somatotopic maps of current neuroscience. That is not so much because it would 
imply an oversight on his part of the distinction — absolutely essential in 
phenomenology — between the lived body and the body object of science, as any 
attempt at finding neurological — or neuropsychological — correlates of our 
bodily experience cannot but try again crossing the gap to its own risk. It is the 
very authenticity of the phenomenon that was the basis for his classic description 
of bodily experience which is at issue. In fact, although this has not received 
much attention and even if it is surely not enough to tarnish his reputation, 
Merleau-Ponty’s uncritical adherence both to Goldstein’s dogma of Gestalt and 
Goldstein and Gelb (1920) observations of a single case: Schneider, a probable 
simulator warns Goldenberg (2002), casts serious doubt on his description (cf. 
Petit 2010). 
 
3.3. Husserl, the Founder and Transcendantal Scarecrow 
 
In science philosophers are considered producers of theories to be tested 
experimentally. But in Husserl the issue is not of theory but of a lived experience 
— even if it’s a thought experiment — which requires a conversion of attitude in 
anyone who wants to follow suit. That’s what is needed to understand a paradox 
of his phenomenology of language pointed out by Merleau-Ponty (1960): starting 
from an eidetic science of ideal essences of meaning as a priori norms for any 
language (Logische Untersuchungen IV, 1901/1913), Husserl came to the truly 
phenomenological point of view of later texts where: «le langage apparaît comme le 
corps de la pensée pour le sujet parlant qui use de sa langue comme d’un moyen de 
communication avec une communauté vivante»2 (pp. 106–107). That is because we are 
invited by Husserl to take part in a thought experiment: that of the gradual lifting 
of intellectual obstacles enabling the scholar to go beyond the rigid dichotomies 
of a logical understanding to reach a harmonious integration of the two 
dimensions of language: ideality — incarnation  in a single constitutive process. 
 
3.4. Body/Language Ambivalence of Expressions Reconsidered 
 
Whoever approaches language through logical ideality opposes linguistic 
expression and bodily expression, while an embodied conception of language 
allows for a founding continuity leading from one to another. The following 
passages might spot the starting point and end point of this development:  
 

Zu betonen ist, dass auch die so genannten unwillkürlichen „Ausdrücke” 
unserer Seelenlebens, wie Mienenspiel und Geste, zur ausgeschlossenen 
Sphäre gehören, obwohl die gewöhnliche Rede es bei ihnen wie bei den 
sprachlichen Ausdrücken zu sagen gestattet, dass ihre Bedeutung ver-
standen ist.3           (Bedeutungslehre 1908: Husserl 1987: 10) 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
    2 ‘Language appears as the body of thought to the speaker who uses language as a means of 

communicating with a living community.’ 
    3  ‘It should be stressed that even the so-called involuntary “expressions” of our mental life, 

such as facial expression and gesture belong to the excluded sphere, although the ordinary 
speech permitted to say for them as for the linguistic expressions, that their meaning is 
understood.’ 
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Für Sehende, für Hörende, Sprechende sind die Worte „Ausdrücke”, sind 
die Leiber Ausdrücke, die einen für Mitteilungen an andere Menschen, die 
anderen als Ausdrücke vom Dasein von Personen. Wortausdrücke setzt im 
Ausgedrückten Menschen als ausgeredete und nicht nur redende. Der erste 
und einfachste Ausdruck ist der des leiblichen Aussehens als Menschenleib, 
er setzt natürlich „Sehende” und verstehende voraus”.4 

(Phänomenologie der Intersubjektivität III, Blg. LVI, 9 Sept. 1935: Husserl 1973a: 665) 
 
 Husserl’s overcoming of a prior Cartesian solipsism which posed 
communication as inessential to thought promoted body expression to the status 
of linguistic expression and his subsequent foundation of subjective experience in 
intersubjectivity involved the founding of expression in communication. That 
said, we must beware of too quickly identify intersubjectivity with empathy and, 
with the latter, the ability for an observer to resonate with the behavior of an 
agent observed, an ability based on the brain system of mirror neurons. 
Einfühlung for Husserl — following Th. Lipps (1903) — is indeed a natural mode 
of perceiving the body of the other as a direct expression of inner life, but let’s not 
lose sight, Ricœur reminds us in Soi-même comme un autre (1990), that it is also an 
ethical imperative one should practice in expressing one’s own inner life, and 
that in this respect it is not obvious to naturalize. The thought process of a 
philosopher through the stages of his work takes a path and this path has some 
continuity — including a logical one — the interpreter would like to recover. But 
the task ahead us is perhaps not the unlikely reconciliation in the context of a 
unifying theory of the positions assumed by Husserl in Logische Untersuchungen, 
where his concern with linguistic expression is dominant, with those of Erfahrung 
und Urteil, where the issue of embodiment becomes central. The well docu-
mented multi-layered character of Husserl’s thinking might inspire us a way out 
of such predicament: Why not deploy the issue of embodiment on as many tracks 
as needed to defuse looming incompatibilities and why do we not engage in 
parallel on all these tracks at once? 
 
 
4. Three Ways to Bridge the Gap between Perception and Action, and 

Language 
 
4.1. Kinaesthesia in the Constitution of Lebenswelt 
 
How is it possible that the chain of physical events do not unfold in me without 
me, but that I have a sensible experience? How is it that visual forms have for me 
the value of independent things in the world or that movements of this body 
carry my (or the other’s) intentions? How is it that expressions heard or produced 
do not simply obey the rules of phonology, syntax and semantics of some 
language (or reflect its statistic regularities), but are endowed with sense for 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
    4 ‘For sighted people, for hearing people, for speaking people the words are “expressions” the 

bodies are expressions, the former for communicating with other people, the latter as 
expressions of the existence of persons. Verbal expressions suppose humans who express 
themselves as being spoken to, and not just speaking. The first and simplest expression is 
that of the physical appearance as a human body, it is naturally “seeing” and understanding 
in advance.’  
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communicating subjects? To answer these questions Husserl developed his 
theory of constitution. The principle is that any object of experience which ap-
pears to be provided with any value for a subject (including the value of being) 
must be understood transcendentally, i.e. based on subjective conditions of 
possibility qua deriving its value from the subject’s own capability to make sense 
of it. The primary domain of this constitution includes the objects of perception 
and goals of practical actions of an individual subject, but it extends far beyond. 
The constitution of Lebenswelt is an intersubjective foundation of the ordinary life 
world of personal agents in a community, which perceive, act and communicate 
through speech drawing on their own resources and actively mobilizing their 
bodily capabilities of giving meaning. The experience of one’s body and its 
extension through the intropathic experience of the other’s body are operative in 
giving sense to objects through the progressive recruitment of the kinaesthetic 
systems of the body, from ocular to manual movements, and to locomotion. 
Neglect of Husserl’s strong reliance on the kinaesthetic system in our dealing 
(hantieren) with anything whatsoever made of Merleau-Ponty’s construing of 
man’s being in the world as a kind of hantieren a slightly ghostly affair: «Le corps 
hante le monde, etc.».5 The recruitment of the powers of the body in the consti-
tution of the world and its objects cannot fail to interest the neurosciences, at least 
their embodied cognition trend: How do they take up the challenge? For my part, 
I do not see the above considerations as a chapter in the history of philosophy. 
Husserl himself conceived constitution not as the expression of idiosyncratic 
opinions of an individual thinker, but rather as a permanent program of colla-
borative research: Might cognitive neuroscience represent the updated form of 
implementation of such program, thereby achieving a successful naturalization of 
phenomenology (provisionally assuming, although it goes against the grain for 
the community of phenomenologists, that such naturalization is possible and 
desirable)? 
 
4.2. Tracing Neural Events in Brain Circuits of the Speaker: A Unique Pathway 

to Bridge the Gap? 
 
For the first time in history of the knowledge of man we see on the basis of data 
of empirical research a possibility to trace the uninterrupted course of events 
inside the organism that goes from perception and action to communication 
through language. Not content with tracking correlative activity patterns in the 
temporal-frontal circuits of an isolated brain during speech perception (cf. Pul-
vermüller et al. 2003; Pulvermüller 2005), neuroimagery reveals synchronizations 
of such patterns in the brains of communicating individuals (cf. Wilson 2007; 
Schippers 2009, 2010; Stephens 2010). However the narrative of brain events 
involved is far from answering all questions, despite the reductionist appeal of 
such chains of events for any naturalistic explanation of human linguistic 
behavior and capability. At that neuronal level ‘the effort after meaning’, in the 
words of Sir Frederick Bartlett (quoted by Barlow 1985), falls far short of giving a 
univocal ontological genesis. It remains a sequence of mere facts that keep the 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
    5 ‘The body is haunting the world.’ 
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contingency of what is empirical despite their derivation from the history of 
phylogenetic evolution and ontogenetic development. As cognitive science, the 
work on the neural basis of language is not just to go back to pure physical 
events: the occurrence of a change of brain state. First, the events that they seek as 
sciences of nature are the regulatory ideas of a consensus expected at the end of 
an ongoing controversy in the community of neuroscientists: Should we say 
‘modulation’ or ‘induction’ or simply ‘spreading of activation’ or even ‘unselec-
tive cortical response to the task’ (cf. Dinstein et al. 2008; Hickok 2008; Mahon & 
Caramazza 2008)? These are not perfectly objective entities that are only what 
they are and whose unambiguous description might be immune to ‘the conflict of 
interpretations’, but rather the likely signature of a behavioral task or the 
language capability this conduct denotes. The fact that correlative brain events 
cannot be taken in isolation from the verbal behavior in ‘ecological’ conditions 
captured by the experimental protocol restores priority to phenomenology of 
language. Speaking of communication between brains as if the dialogue between 
speaking persons were a tale for the public remains a misnomer. 
 
4.3. The Challenge of Part-Whole Semantic Dependency 
 
The electrophysiological discharge of a nerve cell is an individual event so 
riveted to the present modality of its occurrence, that it contains no reserve of 
being to be further determined. Nothing in common with the entity of meaning 
— a semantic category expressed by any syncategorematic expression, one which 
realizes its function by its completion with other expressions of which it contains 
(not in explicit form but only in the signifying intention of the speaker) the empty 
place, a place quite determined, nevertheless, since it specifies a priori the 
category of suitable complementary expressions in the sentence:  
 

Synkategorematika werden als Träger inhaltlich bestimmter Bedeutungs-
momente aufgefasst, die nach einer gewissen Ergänzung verlangen, und 
zwar einer Ergänzung, die, obschon der Materie nach unbestimmt, doch 
ihrer Form nach durch den gegebenen Inhalt mitbestimmt und somit gesetz-
lich umschrieben ist.6 

(Logische Untersuchungen IV § 5 in Husserl 1901/1913: 306). 
 
 The generality of this morphological structure of incompleteness-dependence 
is especially supported by the lastly revived structural syntax of Tesnière (1965), 
that some view as a possible alternative to Chomskyan generative grammar 
theory: «Les connexions entre les mots ne sont indiquées par rien. Mais il est 
indispensable qu’elles soient aperçues par l’esprit sans quoi la phrase ne serait pas 
intelligible» (Eléments A, I, 4)7 (cf. Petitot, 1985, 1995, 2011, 36–37; Pulvermüller 
2002: 139). 
 How is it possible that the brain frees itself from the transient and 

	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
    6 ‘Synkategorematika are to be construed as supports of meaning moments of content that re-

quire a certain supplement, and one supplement that, although underdetermined as regard 
the matter, is codetermined in form by the given content and is thus lawfully prescribed.’ 

    7 ‘Connections between words are specified by nothing. But it is essential that they are 
perceived by the mind without which the sentence is not intelligible.’ 
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contingent flux of instantaneous events in its neural circuitry so as to be sensitive 
to dependencies which reflect the regulatory power of semantic categories, 
giving them life and support and impact over time? The question is no longer an 
absolute enigma posed by the phenomenology of language for empirical sciences, 
since the latter were split into a more observational neurophysiology (eventually 
supported by brain imagery) and a theoretical neuroscience working on hypo-
thetical models along the lines of McCulloch & Pitts (1943), and Minsky & Papert 
(1969): One might consider that some naturalization of eidetics (not necessarily 
under that name) is in progress, in so far as the modeling (e.g., in Pulvermüller 
2002: 124, 139, 214) of the detection of rule-governed relations of dependence 
between spatiotemporally non-adjacent elements of the verbal flow by neural 
networks implicitly naturalizes Husserl’s theory of syntactic categories (despite 
its explicit anti-naturalism), as an a priori determination of the possible forms of 
meaning (Logische Untersuchungen IV in Husserl 1901/1913: 295). 
 
4.4. Eidetic Phenomenology and its Geometric Modelling 
 
Phenomenology claims to describe the verbal or perceptual semantic forms 
‘without prejudice’, that is to say remaining at their own level of emergence 
which is that of lived experience, without making assumptions about the 
underlying causal mechanisms of basic brain substrate. His approach may 
perhaps be characterized as essentialist because it treats forms as transcendent 
entities objects of acts of consciousness. Anyway one cannot reproach it to be 
static and to freeze these forms in a Platonic heaven of Ideas, because these 
semantic forms of expression (words, phrases) are typically driven by 
Ergänzungs-bedürftigkeit: the need or requirement of completion which leads these 
forms to become parts of wholes (sentences, speech). Which brings back the 
semantic forms as expressed in discourse to the mereological standard of 
perception (Logische Untersuchungen III in Husserl 1901/1913 and also Ding und 
Raum in Husserl 1973b), suggesting a rule-governed transition from the muteness 
of perceptual (or practical) forms to the expressive forms of language. Along the 
same lines, a geometric morphodynamics (cf. Petitot 1985, 1992, 1999, 2011; Thom 
1988) undertook in the last decades to model the morphogenetic dynamism with 
which semantic forms emerge from the physical substrate, by stabilizing them at 
the phenomenal plane and then transforming each into the other with a view to 
structuring the sense of experience of the speakers. More specifically, the process 
by which objects stand out in the visual field and the process by which 
prepositions apply to configurations of experience may both be represented or 
even reconstructed by equations of differential geometry. These equations were 
independently developed for the purposes of image analysis in computational 
vision, yet they can be interpreted, according to Petitot, as dynamic redeploy-
ment of Husserl’s eidetic description of the constitution of visual objects through 
fusion (Verschmelzung) and separation (Sonderung) of sketches (Abschattungen) by 
gaze movements. Note that the high abstraction of such theoretical program does 
not prevent its promoter from claiming for it the label of Embodiment, which is 
consistent with his assumption of the phenomenological tradition: “The opening 
of the conceptual structure onto the phenomenal world is also an opening onto 
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the body. Mind is ‘embodied’ and semiolinguistic structures and universals are 
fundamentally constrained by the compatibility between language, perception 
and action. Hence the spectacular renewal of phenomenological problematics 
(those of the later Husserl and Merleau-Ponty)” (Petitot 2011: 17–18). 
 
4.5. Lebenswelt: The limit of Body Foundationalism 
 
But will the constitution of the speaking world of communication save all the 
way the corporeal rootedness of the perceived world in kinesthesia? That is a bet 
made by a neuroscience of language that would aspire to naturalize our pheno-
menological experience of meaning. The gamble is rather risky. If only because 
the extension carried out by Einfühlung of the circle of actions and intentions of 
the ego to actions and intentions of others is definitely limited to the current face 
to face interaction. It cannot but stumble on ordinary social acts: (1) accomplished 
through speech, (2) dependent on the reception by the addressee, (3) separating 
in time the utterance and the realization, and (4) building supratemporal and 
immaterial relationships. Illustrating his eidetic analysis of the social acts with a 
familiar example, Reinach (1913) convincingly showed that the socially basic act 
of promising something to someone, and keeping one’s word, owes nothing to 
empathy. In addition to kinaesthesia and Einfühlung or empathy the constitution 
of the verbally articulate Lebenswelt, including idealities of the Law regulating 
social acts, requires the recognition of speech and on top of speech the whole 
‘formalism’ of language as web of reciprocally constitutive (but not purely 
bodily) co-operations. Such transcendentally ultimate constitutive power of lang-
uage in relation to the world of institutional non physical realities we are dealing 
with in daily life no longer depends on kinaesthesia or Einfühlung: Hence the 
skepticism one may have towards the ambitions of a ‘social neuroscience’, such 
as planned by Gallese et al. (2004), looking for the basis of social cognition and 
eventually the roots of sociality in mirror neurons or in cortical maps of the brain. 
 
 
5. Conclusion 
 
Faced with issues unresolved by the mere narrative of events in a brain, that 
which is currently presented as a univocal ontological genesis of an embodied 
meaning will predictably break out in three directions: (i) neurophysiologic 
investigation of the organic substrate of the continuous linkage between 
perception and action, and language; (ii) eidetic-geometric morphodynamics as 
norm a priori backing the transformation of forms/schemes in syntactic or 
semantic structures; and (iii) transcendental constitution of the Lebenswelt of a 
community of perceiving-acting personal subjects who interact by words and 
gestures drawing on bodily capabilities and other operations of meaning-giving. 
Of these lines of approach only the first unquestionably ranks in the ideological 
framework of a naturalistic science, while the remaining lines cannot simply be 
fitted into traditional metaphysical dualism. Therefore we plead for an 
epistemology of language that is neither monistic nor dualistic, but rather 
trinitarian, as an alternative to the physicalism of current neuroscience (under its 
embodied disguise). 
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 I might be objected that even a trinitarian approach should at least justify 
the mutual compatibility of the methods it proposes to be carried out in parallel. 
But the cause I am pleading here seems at first sight jeopardized by the 
irreconcilable character of the methods in question. “Monism, as one of my 
reviewers justly remarks, would presumably be the outcome of physical 
reductionism (of cognitive neuroscience), leading to the conclusion that a 
neurophysiologic account will eventually suffice.” How did we come to 
introduce a triplication of approaches? There we came in playing the game of 
naturalizing the phenomenology of embodiment of language by means of 
cognitive neuroscience not by any ideological commitment in favor of physicalist 
naturalism, but to push to its limits this line of research in order to check the 
foreseeable incompleteness of its realization. The call for an eidetics of meaning 
on the one hand, for a transcendental constitution of the Lebenswelt on the other 
hand, is intended to meet the requirements arisen from the recognition of that 
deficiency. As a phenomenologist, I am not primarily concerned with the formal 
correctness of expression of a theory ideally cleaned up from any logical 
imperfections: capturing common intuitions is more important. About the 
embodiment of language, I do not defend a theory of my own: I am happy to 
accompany opportunistically certain research programs of which I have known 
in my narrow limits of scientific information. No excessive modesty in this, 
because I am convinced — with a few others — that the philosopher has no 
territory of its own to defend but is doomed to squat the territory of other 
disciplines. Such a situation does not allow one to ask these disciplines to put in 
coherence their respective approaches. The only mode of compatibility worthy to 
be envisaged is in the philosopher’s Erlebnis: the lived experience of an 
unresolved tension between ultimately possibly incompatible approaches which 
nonetheless impose themselves as contingent context of the quest for truth. 
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This paper aims to present a critical review of studies focused on embodied 
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action. A critical analysis of studies using methods such as TMS and fMRI 
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1. Introduction 
 
Traditional theories of cognition are based on the idea that knowledge is 
represented in the brain in the form of concepts and stored in memory systems as 
semantic information. Concepts, from this perspective, are conceived as amodal, 
abstract and arbitrary (Fodor 1975), then independent from the brain’s modal 
system of perception (e.g., vision, audition), and action (e.g., movement, proprio-
ception). Chomsky’s theory of language (Chomsky 1965) is completely aligned 
with this view: The theory of Universal Grammar considers language as a corpus 
of abstract symbols combined together according to formal syntactic rules; two 
properties, among others, are distinctive of human language, the generativity 
and compositionality. 
 In more recent years, nevertheless, a radically different conception of 
knowledge has been taken into account, that brings together data from different 
methodological approaches such as neurobiology, brain imaging, and neuropsy-
chology: the theory of Embodied Cognition (Wilson 2002; Gibbs 2006). According 
to the embodied cognition hypothesis, concepts are not amodal and knowledge 
relies on body states and experiences. Therefore, there is a tight link between con-
cepts, action, and perception, to the extent that conceptual knowledge is mapped 
within the sensory-motor system. The notion that cognition is grounded in action 
and perception is encapsulated in the term ‘embodiment’.  
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 Metaphorically speaking, embodied theories of cognition extended the 
boundaries of anatomical structures to which traditionally a specific function was 
assigned: The mind is no longer confined to the brain but also includes other 
body parts, such as hands, legs, eyes. Moreover, within the brain, the separation 
between primary areas, recruited for basic sensory and motor processing, and the 
associative areas, in which more complex processes take place is not strictly 
defined anymore: actually, the distinction between low and high level processes 
drops down in favor of a more integrated model. This new model proposes an 
interplay that allows the recruitment of primary areas even during cognitive pro-
cesses such as language and conceptualization. 
 In the last decades many neuroscientists focused on the theory of embodied 
cognition in general, and on embodied language in particular. Embodied theories 
of language predict that the neural structures involved in sensory, perceptual or 
motor areas are also active when processing words whose meaning embeds 
prominent sensory (auditory and tactile features; Goldberg et al. 2006), perceptual 
(color; Martin et al. 1995), or faces and places; Aziz-Zadeh et al. 2008), or motor 
features (see below for a detailed review). This interest in embodied theories of 
cognitive processes, thus, yielded a growing corpus of data, yet still many topics 
are unclear and deserve further investigation. One of the most intriguing one is 
the link between language processing and motor system, which has been exten-
sively investigated in recent years. 
 Starting from these considerations, the present paper has two main pur-
poses: The first one is to briefly review the recent literature that addresses the 
relationship between motor system and language processing, distinguishing re-
search on the base of the tool used to investigate this issue (transcranial magnetic 
stimulation or functional magnetic resonance). The intention is to show how and 
to what extent experimental protocols with different methodologies and tools 
lead sometimes to contrasting results; moreover a special attention will be paid to 
the discussion of the capabilities that each technique inherently presents. The 
second goal is to reflect on future perspectives. In particular, we will present a 
new tool for the study of the embodiment that, to our knowledge, has not been 
used so far for studying cognitive processes: virtual reality. 
 
 
2. TMS Studies 
 
Transcranial magnetic stimulation (TMS) proved to be an efficient and promising 
method to investigate the link between action and language. Thanks to its tempo-
ral and spatial resolution, TMS became one of the most used tools to study where 
and when the language processes are mapped within the motor system. 
 Most of the researchers applied single pulse TMS protocols over the pri-
mary motor cortex (M1) during a linguistic task and registered motor evoked 
potential (MEP) from the muscles that are supposed to respond depending on the 
portion of the cortex stimulated. The rational is the following: If the linguistic 
task engages to some extent the portion of the cortex stimulated at the time of sti-
mulation, then it should result in a modulation of cortico-spinal excitability and 
thus of the MEP amplitude (compared to rest condition).  
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 This kind of experimental design has been mostly employed to investigate 
the role of M1 during the processing of abstract vs. action verbs, but results are 
sometimes contrasting. For example, Papeo et al. (2009) reported an increase of 
MEPs recorded while participants read action verbs compared with what hap-
pened while they read verbs describing abstract concepts; in contrast, Buccino et 
al. (2005) described a reverse situation during language comprehension: MEPs 
recorded from hand muscles was lower while participants heard hand-related 
action verbs compared to foot-related action verbs, indicating an effector specific 
inhibition. Although these findings might seem incoherent, several different 
experimental features can account for them; one of these is the timing of sti-
mulation, which is an important issue to consider when studying excitability of 
such dynamic systems. In fact, we can argue that stimulation of an area occurring 
just while the process is taking place should produce an interference effect, and 
hence an inhibition of that area; by opposite, a stimulation delivered shortly 
before the onset of the process in this given area might act as a prime and 
produce a sort of facilitation effect (preactivation) for that area. Papeo et al. (2009) 
evaluated the effects of TMS over M1 at different windows of time from the 
linguistic stimulus onset: They reported an involvement of M1 in the linguistic 
process only when stimulation was delivered after 500 ms post-stimulus, that is 
in the post-conceptual stage but not in the previous ones. This result would lead 
us to think that lexical-semantic processing of action verbs does not automatically 
activate the M1, whose activation is modulated in a top-down manner. 
 The second element to take into account is the specific linguistic task 
performed by participants. In literature we can find different researches that 
employed different linguistic tasks to evaluate motor activation, each of whom 
entailed different linguistic processes. In some cases lexical decision was required 
(Pulvermuller et al. 2005), while others used reading (Fadiga et al. 2002), semantic 
judgments (Buccino et al. 2005), imagery (Fourkas et al. 2006), transformation 
tasks (Oliveri et al. 2004). Tomasino et al. (2008) compared systematically the 
effects of different timings of stimulation during different kind of tasks (silent 
reading, motor imagery and frequency judgments) and found that M1 plays a 
role only during motor imagery, so they concluded that the recruitment of motor 
networks during language understanding is not required, but it occurs only 
when explicit motor simulation is requested. However, the effect of TMS in mod-
ulating MEPs during semantic judgments of nouns (natural vs. tools; graspable 
vs. ungraspable) has been reported, even without any overt motor simulation 
(Gough et al. 2012). The identification vs. distinction of the simulation/imagery 
processes is still open, even if imaging data seem to support the distinction 
hypeothesis (Willems et al. 2010b, see below). 
 Recently TMS protocols have been employed to discover the role of 
morpho-syntactic features on the activity of M1: Papeo and colleagues (Papeo et 
al. 2011) compared MEPs recorded during reading tasks of action vs. abstract 
verbs presented using the first or the third singular person (I vs he/she); they 
found an increase of MEPs amplitude selectively for the action verbs at the first 
person, deriving from these data that motor simulation is facilitated when the 
conceptual representation of the verb includes the self as agent. Furthermore, a 
sensitivity of the primary motor cortex to the polarity of sentences was high-
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lighted: Active action-related sentences suppressed cortico-spinal reactivity com-
pared to passive action-related sentences, and either active or passive abstract 
sentences (Liuzza et al. 2011). 
 Finally, TMS can be used in offline procedures, delivering repeated trains 
of stimulation over a period of time lasting several minutes (rTMS or TBS) in 
order to modify transiently the cortical excitability and investigate the role of the 
stimulated area in a given process. In this case experimenters are not interested in 
defining the exact timing of the cognitive process but rather aim to discover if the 
area is involved in that process. To this field of application can be ascribed the 
studies carried out by Gerfo et al. (2008) and Willems et al. (2011). In both studies, 
motor networks (primary and/or premotor cortices) are found to be functionally 
relevant in action-related language understanding. 
 Future studies are needed to investigate with offline (facilitatory and 
inhibitory) stimulation the role of motor areas in different linguistic tasks in 
order to deepen the knowledge about their function (causal or epiphenomenal?) 
during language processing. 
 
 
3. Imaging Studies 
 
Functional magnetic resonance imaging (fMRI) is so far the imaging technique 
preferred by researchers who intend to shed light on the relationship between 
motor areas and language processing. While TMS studies allow to establish a 
causal link between experimental manipulations (i.e. site of stimulation) and 
behavioural tasks (i.e. linguistic tasks), fMRi experiments are correlational proto-
cols by nature, giving the possibility to identify, among all the brain areas, those 
engaged during a specific process and a precise window time; further, fMRI 
allows to track down networks of activations, reflecting the dynamic features of 
the process under investigation. 
 A first line of research aimed to determine if and where language pro-
cessing recruits brain areas usually activated during motor tasks (considered in a 
broad sense, i.e. motor observation, preparation, execution). This topic often 
intercepts and includes theoretical issues that arise from studies focused on 
mirror neurons. In fact, it is well known that mirror neurons in monkeys are 
activated not only by the observation of a movement performed by others but 
also when the noise associated to the action is heard (Kohler et al. 2002). In 
humans, action-related auditory inputs are well implemented in language sti-
muli: This happens in particular when sentences describing actions are presented 
auditorily. Many studies have been carried out to explore the possibility that the 
understanding of action-related sentence relies on the same observation-
execution system by means of mirror neurons (see Aziz-Zadeh & Damasio 2008 
for a review). Most of these researches, relying on different linguistics tasks, 
reported a somatotopic activation of premotor cortex, primary motor cortex and 
Broca’s region (Hauk et al. 2004; Tettamanti et al. 2005; Aziz-Zadeh et al. 2006). 
Interestingly, this pattern of activation is confirmed even in children (age 4–6), as 
described by James & Maouene (2009), indicating that the embodied nature of 
language makes its appearance early in child development, when the language is 



C. Repetto, B. Colombo & G. Riva 
 

466 

not wholly acquired. Nevertheless, it is noteworthy that there is not a strong con-
sensus about a somatotopic organisation of action words meaning represen-
tations, and this fact is not astounding considering that the organization of the 
premotor cortex is still poorly understood. For example, Postle et al. (2008), 
combining functional MRI with cyto-architectonically defined probabilistic maps 
of left hemisphere primary and premotor cortices, failed to find a direct corres-
pondence between the activations triggered by effector-specific action words 
meaning and those found during the real movement of the same effectors.  
 As it has been noticed reviewing TMS studies, even in this case the kind of 
task and the features of the verbal material seem to yield different results. Raposo 
et al. (2009) comparing cerebral activation when proposing different semantic 
contexts (isolated action-verbs, literal sentences, idiomatic sentences) found that 
neural response was maximum in motor areas for isolated verbs and minimum 
for idiomatic sentences, with literal sentences in the middle; according to authors 
discussion, these findings suggest that motor response during language 
processing is context-dependent rather than automatic and invariable. From a 
similar perspective, van Dam and collaborators (van Dam et al. 2010) examined 
brain activity during the semantic judgment of verbs describing actions with dif-
ferent degrees of kinematic details: a region within the bilateral inferior parietal 
lobule proved to be sensitive to the specificity of motor programs associated to 
the action verbs, with the BOLD signal greater for the finest-grained actions. 
 Finally, fMRI can contribute to refine the theory of embodied language and 
also to test hypotheses that, if confirmed, can add data in favor of this theoretical 
position. In one recent research Willems et al. (2010b) investigated the construct 
of mental simulation, which is thought to be one of the core mechanism of 
embodiment, but it is still unclear whether it is the equivalent to explicit imagery. 
In particular, the authors found that implicit simulation of actions during 
language understanding is neurally dissociated from explicit motor imagery, 
thus confirming that the two processes are distinct in nature. Furthermore, 
according to simulation hypothesis, as stated by Willems et al. (2010a), “if under-
standing action words involves mentally simulating one’s own actions, then the 
neurocognitive representation of word meanings should differ for people with 
different kinds of bodies, who perform actions in systematically different ways” 
(i.e. right- vs. left-handers): This prediction has been corroborated by fMRI data 
which showed a preferential activation of the right premotor cortex during 
lexical decision on action verbs for left-handers, and the opposite pattern of 
activation for the right-handers. 
 As showed in this short excursus, fMRI studies gave an important 
contribute to the study of the link between language processes and perceptive 
brain areas, thus adding essential pixels to the big picture of embodied semantics 
theory; however, beside traditional neuroscience techniques, such as fMRI and 
TMS, other tools could demonstrate great capabilities in this field of application: 
The next section is dedicated to the description of one of them, virtual reality. 
 
 
4. Virtual Reality: A New Frontier for Neuroscience Research 
 
A virtual reality system (VR) is a combination of technological devices that 
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allows users creating, exploring and interacting with 3D environments. Typically, 
people entering a virtual environment feels like being a part of this world and 
has the opportunity to interact with it almost like he would do in real world: Just 
turning around his head, a user can explore visually the scene, and with other 
user-friendly controls he/she can move through the environment, approach 
objects, select them, meet other people presented as avatars or video-tape. This 
capability is made possible by the use of input tools (trackers, gloves, mice) that 
send to the computer the position and the movement of the user in real time, 
graphic rendering that changes the environment coherently with the information 
acquired, and output devices (visual, aural, and haptic) that return to the user a 
feedback of the interaction.  
 However, it is the user immersion in a synthetic environment that charac-
terizes VR as being different from interactive computer graphics or multimedia. 
In fact, the sense of presence in a virtual world elicited by immersive VR tech-
nology indicates that VR applications may differ fundamentally from those com-
monly associated with graphics and multimedia systems. Even if there is not yet 
a common agreement about what Presence is common definitions are the “sense 
of being there” (Steuer 1992) “the feeling of being in a world that exists outside 
the self” (Waterworth et al. 2010; Riva et al. 2011) or the “perceptual illusion of 
non-mediation” (Lombard & Ditton 1997). In general, scientific literature identi-
fied a set of factors that have a direct influence on the experience of presence 
(IJsselsteijn & Riva 2003; Riva 2006; Youngblut 2007): (a) the processing of multi-
modal input (visual, tactile, auditory, kinesthetic, olfactory) from the virtual 
experience be combined to form coherent perceptual categories — that is that the 
virtual experience be recognized as ‘real’; (b) the processing of the multimodal 
input in an egocentric reference frame — that is the user feels that he or she is 
within the environment as opposed to observing it from a third person 
perspective; and (c) the ability to give a meaning to the multimodal input — that 
is that the virtual experience be recognized as ‘meaningful’ and ‘relevant’. 
 Far from being a merely recreational tool, VR is increasingly used in 
research and clinical settings (Riva 2002). Traditionally, the most common 
application of VR in mental health is related to the treatment of anxiety disorders 
(Emmelkamp 2005; Parsons & Rizzo 2008): from simple phobias (Rothbaum et al. 
2006; Krijn et al. 2007), to panic disorders (Vincelli et al. 2003; Botella et al. 2007), 
post-traumatic stress disorder (Rothbaum et al. 2001; Gerardi et al. 2008), and gen-
eralized anxiety disorder (Repetto et al. 2009a, 2009b; Repetto & Riva 2011). The 
reason for the diffusion of the VR in this field of application is its versatility for 
implementing exposure therapy (VRET): In fact, VRET is safer, more controllable, 
less embarrassing and costly than in vivo exposure, but at the same time its im-
mersive nature provides a real-like experience that may be more emotionally en-
gaging than imaginal exposure (Riva 2010). 
 Recently Bohil and colleagues (Bohil et al. 2011) described the advantages 
of using virtual environments in several domains of neuroscience, such as spatial 
navigation, multisensory integration, social neuroscience, pain remediation, and 
neuro-rehabilitation. The authors pointed out the capabilities of VR for imple-
menting experiments that overcome traditional limitations encountered by re-
searchers interested in understanding the functioning of central nervous system. 
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One of these limitations is the gap between the degree of complexity typical of 
the real world and that embedded into the stimuli created ad hoc for the experi-
mental protocol. In fact, usually participants in research settings perform tasks 
interacting with several different devices (i.e. computer, botton boxes) none of 
which is designed to simulate the real experience where the process investigated 
occurs. Virtual reality, by opposite, allows bypassing the common criticism 
toward the experimental setting, that is, its poor ecological validity: Immersing 
participant in virtual environments one could gain ecological validity without 
giving up controllability and replicability. 
 For researchers interested in studying cognitive processes from an 
embodied point of view this is a great opportunity: If representations in the 
cognitive system are multimodal, then to investigate their properties one should 
recreate the multimodal experience that can trigger the process. Furthermore, 
with the advance of technology, the interface between subject and VR system is 
more and more intended to become a non-mediated process, in which the body 
itself is the navigation tool (without the need of control devices). For these 
reasons, VR could be thought as an ideal medium for investigating several cogni-
tive domains (Riva 1998), but the capabilities are not confined to the fact that 
inside the virtual experience many different source of stimulation can work 
together to recreate a realistic environment. In fact, VR can be considered an ‘em-
bodied technology’ for its effects on body perceptions (Riva 2002): It is possible 
the use of VR for inducing controlled changes to the experience of the body. On 
one side, VR has been used to improve the experience of the body in patients 
with eating disorders (Perpiña et al. 1999; Riva et al. 2003; Ferrer-García & 
Gutiérrez-Maldonado 2012) or obesity (Riva et al. 2006). On the other side, differ-
ent authors used VR to induce illusory perceptions — e.g., a fake limb (Slater et 
al. 2009) or body transfer illusion (Slater et al. 2010) — by altering the normal 
association between touch and its visual correlate. Being an embodied techno-
logy, VR seems a promising tool for the investigation of the link between lang-
uage and action. In the recent past, the discovery of mirror neurons changed the 
outlook of neuroscience and established a connection between language and 
motor system (Gallese & Lakoff 2005; Chen & Yuan 2008). 
 The embodiment theory of language assigns an important role to this class 
of motor neurons in understanding action related concepts: mirror neurons 
should be activated by the linguistic stimulus and hence it should result in a 
modulation of the primary and premotor cortex (Gallese 2008). As reviewed in 
previous sections, several studies confirmed that language itself triggers motor-
like responses within the cerebral areas where movement is represented (Hauk et 
al. 2004; Buccino et al. 2005). The opposite way to understand the relationships 
between language and action is to investigate if and to what extent motor inputs 
affect language representation and acquisition. Paulus and colleagues (Paulus et 
al. 2009) asked participants to learn functional verbal knowledge of new objects 
while performing different motor tasks. They found the presence of motor inter-
ference when the acquisition of manual object knowledge was paired with the 
concurrent manual action but this wasn’t true if concurrent actions with the feet 
were performed. Furthermore, Macedonia and colleagues (Macedonia et al. 2011) 
studied the impact of iconic gestures on foreign language words learning: If 
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learning of novel words was coupled to iconic gestures participants retained 
better the verbal material over time, if compared with meaningless gestures; this 
behavioral data was accompanied to imaging data, that indicated an activation of 
premotor cortices only for words encoded with iconic gestures.  
 The researches that use actions for understanding the interplay between 
language, motor system, and mirror neurons find in VR a privileged medium 
where being implemented. VR gives users the opportunity to see themselves 
moving in the environment while being comfortably seated in a chair. Thanks to 
different input devices participants could virtually perform any action, even 
those typically not performable in an experimental setting (to jump a rope, kick a 
ball, or shoot something, for example). Thus, within a virtual environment, 
experimenters could investigate the effect on language processing of performing 
different actions. The fact that users are not really moving their bodies in the real 
space, but still have the subjective sensation of being ‘in action’, places VR in a 
intermediate position between the real action and mere action observation (such 
as in a video): It has been demonstrated that cortical excitability is modified by 
the observation of movements performed by others (Strafella & Paus 2000), but 
this modulation is greater if the orientation of the movement is compatible with 
the point of view of the observer (Maeda et al. 2002). The advantage of VR is the 
fact that the movement the individual does is egocentric, exactly as if he/she 
would act in real world. 
 As Cameirao has argued (Cameirao et al. 2010), the first-person perspective 
could engage stronger the mirror neurons system because this is the perspective 
the system is most frequently exposed to. This observation has important 
rebounds in the field of rehabilitation: If the enactment of verbal material facili-
tates learning in non pathological samples, it should be investigated if this effect 
is replicable in people with language deficit. Moreover, often patients with differ-
ent types of aphasia have motor deficits as well, and VR could give them the 
opportunity to take advantage of the action-language coupling protocols even 
without moving at all. 
 Finally, VR experiments can be conducted also in association with imaging 
techniques, such as fMRI: Further researches, thus, using virtual environments 
during fMRI scans could shed light on the cortical activations triggered by virtual 
movements, and on the role of mirror neurons in these processes. 
 
 
5. Conclusions 
 
This contribution, starting from a theoretical reflection on the importance of the 
embodied cognition, aims to emphasize the relevance of this topic for the study 
of the relationship between language and the motor cortex. 
 Recently, many studies have been presented related to this topic, but a 
review of those studies has revealed conflicting results. Which could be the cause 
of these differences? A critical analysis has allowed us to hypothesize that they 
may be at least partly attributable to different experimental protocols, each of 
whom would study a specific stage of the neurocognitive processes being exam-
ined, leading them to measure different things, and reporting different results 
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when relating the recorded values to the same functions without stressing the 
differences in timing along the whole examined process.  
 After this first clarification, it is encouraging to be able to highlight, on the 
basis of the review presented here, how the investigation techniques used in the 
presented studies, which are extremely different from each other, and aimed at 
investigating different aspects, setting the research protocol with a causal pers-
pective (TMS) or a correlational one (fMRI), still revealed a strong reliable theore-
tical link between language and action. But how is it possible to operationalize 
these results, taking into account, with a critical perspective, also the differences 
to which different research protocols lead? In order to answer this question in 
this paper we suggest and discuss the theoretical and operational usefulness and 
relevance of VR. 
 Due to its functional characteristics, which are extensively described, this 
tool allows to test many of the theories previously investigated with other tech-
niques, but using a more environmentally friendly (and ecological) setting and a 
reverse pattern (starting from real action and not from an abstract/verbal 
stimulus) that would allow a real enrichment of this specific area. 
 In addition to this, the already known and popular applications of VR in 
clinical settings, open up new fields of application of studies linking language 
and action (with particular attention given to the contribution given by studies 
on mirror neurons). Actually, this method not only allows an enrichment of 
specific knowledge on the phenomenon, but it can be considered as a promising 
field for applications of theoretical insights to improve the learning or relearning 
of language or motor skills in deficit conditions. 
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It is often claimed, following Joseph Levine, that there is an ‘explanatory 
gap’ between ordinary physical facts and the way we perceive things, so 
that it is impossible to explain, among other things, why colours actually 
look the way they do. C.L. Hardin, by contrast, argues that there are suffici-
ent asymmetries between colours to traverse this gap. This paper argues that 
the terms we use to characterize colours, such as ‘warm’ and ‘cool’, are not 
well understood, and that we need to understand the neurological basis for 
such associations if we are even to understand what is fully meant by 
saying, for example, that red is a warm colour. This paper also speculates on 
how Hardin’s strategy can be generalized. 
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1. Introduction 
 
A major part of the mind–body problem is to explain why mental states have the 
phenomenal qualities that they do. It is often held, for example, by Joseph Levine 
(1983, 1991), that there is an ‘explanatory gap’ here. The simplest such states are 
perceptual qualia, and the examples most commonly chosen are colour qualia. 
Even if we knew everything about the physics of colour, and even if we knew 
everything about the eye and the brain, this would not explain why colours 
actually look the way they do, why green stimuli give rise to green qualia, for 
example, as opposed to red ones. This is perhaps because colours are essentially 
ineffable — simple impressions, in Hume’s (1955) sense, which cannot be charac-
terized in any useful way. 
 However, some (such as C.L. Hardin 1987, 1988, 1997) take a more optimis-
tic line, and argue that there are enough asymmetries within the colour circle to 
ensure that it is possible to explain why colours look the way they do. In parti-
cular, any possible inverted spectrum (seeing green where others see red, for 
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example) can be ruled out as detectable after all. More generally, colour vision 
science shows there to be many useful connections between phenomenology and 
physiology. For example, that red is (unlike orange) a unique (i.e. unmixed) hue, 
and unlike green, a positive, advancing, and warm hue, can perhaps be explained 
physiologically. However, attention needs to be directed to exactly how these 
italicized predicates — the language of colour — get their meanings. It will be 
argued that we need to have predicates of this kind if explanations of why 
colours look the way they do are to be forthcoming, and we are not to surrender 
to the claim of simple ineffability. It will also be argued that such terms are more 
than just metaphorical, and that they directly concern how the brain itself works, 
and thus involve a kind of embodiment of language, one which challenges more 
traditional pictures of how language works.  
 I shall argue that an ideal sort of explanation of why red should look warm 
is that there be some appropriate neurological connections between the visual 
and tactile parts of the brain (currently, the issue is undecided). This will link 
visual and tactile warmth in a way that is too direct to be merely metaphorical, 
but not so simply as to yield literal synonymy. Redness is not wholly ineffable, 
but not straightforwardly analysable either. However, red–green inversion is not 
the only inversion that needs to be ruled out. Other terms are needed, and I 
suggest that greens and yellows have a quality that may be described as sharp, 
fresh and citrusy whereas reds, blues and purples do not. As with warm, this 
quality does more than just reflect ordinary physical associations (I think). To 
explain this, we need to find direct neural links between the visual and gustatory 
centres of the brain. This needs to be further generalized, and I shall speculate on 
ways in which colour language could be further extended in an explanatorily 
useful way. 
 
 
2. The Hering Colour Circle 
 
Hardin draws heavily on the ideas of the 19th century physiologist and founder 
of modern colour vision science, Ewald Hering. Conventional wisdom says that 
there are only three basic colours (red, green and blue) from which all others can 
be obtained by mixture, and that this corresponds to the fact that there are three 
different kinds of colour photoreceptor in the retina (sometimes known, rather 
misleadingly, as the red, green, and blue cones1) which respond to different parts 
of the visible spectrum. Hering, however, insisted that there are four unique 
hues, that is to say, colours which actually look essentially unmixed, namely red, 
yellow, green, and blue. These yield four binary or essentially mixed hues, 
namely orange (red–yellow), purple (blue–red), turquoise (green–blue), and char-
treuse (yellow–green). This notion of mixture is purely phenomenal, and does 
not relate to how colours may be obtained by combining lights or pigments. We 
now know that the phenomenon to which Hering draws our attention is post-
                                                
    1 The terms are misleading since the cones’ sensitivity curves do not peak at the red, green 

and blue portions of the spectrum: The ‘red’ cone peaks at yellow-green, and it is the narrow 
difference in stimulation level between it and the ‘green’ cone that underpins the red–green 
perceptual channel. 
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receptoral, and concerns how differences in stimulation level in the cones are 
transmitted to the visual cortex. Specifically, there are two retinocortical 
channels, the red–green channel and the yellow–blue channel (together with the 
achromatic white–black channel), each of which yields opponent processing. 
Thus when the first channel is excited, the subject perceives red or a reddish hue; 
when it is inhibited, the subject perceives green or a greenish hue. Likewise, 
when the second channel is excited, the subject perceives yellow or a yellowish 
hue; when it is inhibited, the subject perceives blue or a bluish hue. The results 
may be summarized in the following diagram: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
Figure 1:  The Hering colour circle 
 

Two classes of phenomenal facts are explained by this analysis. Firstly, 
the difference between unique and binary hues is accounted for. Colours which 
look essentially unique and unmixed correspond to the activation of just one 
retinocortical channel, whereas colours which look like mixtures of unique hues 
correspond to the activation of two. Secondly, we can see why some 
combinations of unique hues are perceptually impossible, namely red–green and 
yellow–blue.2 This is because a given channel cannot simultaneously be excited 
and inhibited, any more than a given energy level can simultaneously increase 
and decrease. As Hering originally predicted, much of the phenomenology of 
colour perception, that is to say much of what directly presents itself to the 
colour-sighted percipient, is matched by the underlying physiology, and in a 
very straightforward sort of way.3 The explanatory gap has not been completely 
traversed, to be sure, since there are many other phenomenological facts yet to be 
                                                
    2 Except in extraordinary circumstances. On this, see Crane & Piantanida (1983), Billock et al. 

(2001), and Suarez & Nida-Rümelin (2009). 
    3 The phenomenology is supported by quantitative results. See, for example, Hurvich (1997).  
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explained, but the idea that such a gap is untraversable in principle has been put 
into serious doubt. 
 Closely connected to the explanatory gap is the hypothesis of inverted 
qualia, namely that it is possible that you see colours differently from me (see the 
Appendix for an illustration of this phenomenon). Hardin argues against Levine 
that there are enough asymmetries in the colour circle depicted above to rule this 
out. In particular, it is highly implausible that you might see orange where I see 
red since what you would call ‘red’ (namely orange) is a binary hue and can be 
directly perceived as such. If there are to be any undetectable inversions, then at 
the very least, unique hues must be exchanged with other unique hues. The 
standard inversion scenario invokes an exchange of red and green, thus leading 
to a reflection of the colour circle in the vertical diameter. However, Hardin 
argues that such an inversion is also detectable since red and yellow are 
essentially warm hues, whereas green and blue are essentially cool hues; and this 
too is explicable physiologically. This is much more controversial, however, and 
this paper argues that this is largely because terms like ‘warm’ and ‘cool’, as used 
in this context, are not well understood. 
 
 
3. Word/Colour Associations 
 
What do we mean when we say that red is a warm colour? One problem is that 
ordinary physical associations are involved. As is often observed, reds and 
yellows are the colours of fire, whereas greens and blues are the colours of lakes. 
Obviously, red is a fiery colour, for example, but people with red–green inverted 
qualia will also agree: (What we call) green is indeed, for them, a colour of fire! 
Many will insist that this sort of thing is all that the warmth/coolness distinction 
amounts to, and that they cannot see anything more directly phenomenological 
involved. The fact that there is this sort of disagreement here is embarrassing, 
and weakens a lot of ordinary phenomenological evidence, for it undermines the 
assumption that we can all tell, without too much difficulty, how things look to 
us. At any rate, if it turns out that ordinary physical associations (together with 
some additional cultural conventions, perhaps) accounts entirely for the warm–
cool distinction, then it cannot be used to explain why red looks like red as 
opposed to green. But we do not ordinarily suppose that a blue gas flame looks 
warm even though it feels it, and there is evidence that people really do perceive 
a genuine phenomenological distinction here. For example, Katra & Wooten, in a 
recent unpublished study (quoted in Hardin 1997), asked ten subjects to rate 
eight colour samples as ‘warm’ or ‘cool’ on a ten-point scale, with ten as ‘very 
warm.’ The mean results gave the lowest rating to the blue sample, and the 
highest rating to the orange sample. There was a high level of agreement among 
subjects: 

 
The remarkable correspondence between the obtained ratings of warmth 
and coolness and the activation levels in the opponent channels […] 
suggests that the attribution of thermal properties to colors may be linked to 
the low-level physiological processes involved in color perception. Higher 
ratings of warmth corresponded with levels of activation of the opponent 
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channels in one direction, while cooler ratings corresponded with activation 
in the opposite direction. This suggests that a link to the activation level of 
the opponent channels, rather than the psychological quality of hue, drives 
the association of temperature with color, and that the association is more 
than simply a cognitive process.  

 
Also, Ou et al. (2004) showed:  

 
[I]n a psychophysical experiment, 31 observers, including 14 British and 17 
Chinese subjects assessed 20 colours on 10 colour-emotion scales: warm–
cool, heavy–light, modern–classical, clean–dirty, active–passive, hard–soft, 
tense–relaxed, fresh–stale, masculine–feminine, and like–dislike. 
Experimental results show no significant difference between male and 
female data, whereas different results were found between British and 
Chinese observers for the tense–relaxed and like–dislike scales. […] Four 
colour-emotion models were developed, including warm–cool, heavy–light, 
active–passive, and hard–soft. […] The results show that for each colour 
emotion the models of the three studies agreed with each other, suggesting 
that the four colour emotions are culture-independent across countries.4 

 
 So, suppose that there really is a relevant sort of distinction here.5 How will 
it help us? Levine argues, against Hardin, that although warmth is connected to 
redness, the connection is essentially shallow. The former could be subtracted 
from the latter to yield a residue, a ‘cool red’. If this is right, then we do indeed 
have an explanatory problem since we have not managed to target what is 
essential to red. But Hardin rejects the intelligibility of ‘cool red’, and surely 
rightly so. What we call visual warmth does seem to be an essential part of 
redness. It is not all of redness, to be sure, otherwise yellow could not also be 
warm, so it is possible that a residue exists.6 But this residue is only half a colour, 
not a purified red. Should the residue be combined with coolness to produce a 
new hue, what we would end up with would be something wholly alien and 
unimaginable, not anything that much resembles red. Appeals to warmth will 
not explain everything about why red looks the way it does, of course, but it 
surely can be used to explain something. In particular, if it can be shown that 
there are some direct links of an appropriate kind between the neurons which fire 
when we see red (and yellow) and those which fire when we feel warmth, then 
an explanation is well on its way.  

Such neurological connections need to be found, of course, but their 
elusiveness is not the only obstacle to explanatory success. There remains another 
inverted qualia scenario that needs to be ruled out, which I call ‘diagonal 
inversion’, namely one which involves reflection in the dotted diagonal axis of 
the Hering colour circle depicted above, where red is exchanged with yellow and 
                                                
    4 Quoted from the Abstract. 
    5 A negative result here is that young children are less inclined to associate red with warmth, 

which suggests that the connection is cultural and learnt, not biological. See Morgan et al. 
(1975). The suggestion is not conclusive, however, since innate connections can take time to 
develop. It is nevertheless odd to suppose that children see colours differently from adults. 

    6 Though even this is unobvious. Just because being coloured is a part of being red, for 
example, it does not follow that there is a residue, namely a quality which remains when we 
subtract colouredness from redness.  
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green with blue. Turquoise and orange stay fixed, and purple is exchanged with 
its complement, chartreuse.7 How could we extend the warmth-coolness point to 
handle this? Many people I have asked agree that greens and yellows have a 
quality that may be described as ‘sharp’, ‘fresh’, and ‘citrusy’ — whereas reds, 
blues, and purples do not. Obviously, there is the risk, once again, that we are 
dealing only with familiar physical associations here, since limes are green and 
lemons are yellow. But blackcurrants also have a sharp and citrusy taste, but do 
not look to me (at any rate) sharp or citrusy. On the contrary, the pale mauve of a 
blackcurrant yoghurt looks like the very opposite of a sharp, fresh, or citrusy 
colour. By contrast, lemons and limes not only taste sharp, fresh; and citrusy — 
they look that way as well. At least, they do to me, though I have only rather 
limited evidence that they do to others as well. The very fact that the matter is 
hard to settle indicates that the semantics of words such as ‘warm’, ‘cool’, ‘sharp’, 
‘fresh’, and ‘citrusy’ (the language of colour) needs considerable critical attention 
if the explanatory gap is to be traversed successfully. 
 There has been plenty of research done on words apart from ‘warm’ and 
‘cool’ that we might associate with different colours (though they do not illumi-
nate the case of diagonal inversion). For example, Lars Sivik (1997: 187), when 
developing the Swedish Natural Colour System (NCS), discovered that: 

 
[t]here are many words in common use to describe the character and 
associative meanings of colours. Besides such attributes as yellow, blue, 
strong, weak, deep, and saturated, colours can also have connotations like 
cold, joyful, depressing, sick, healthy, dirty, feminine, masculine, etc. Such 
colour-relevant adjectives can add up to a rather long list. It is now possible 
to make a semantic map from the average judgements for each of all 
imaginable words, or for pairs of opposites if we choose to use bi-polar 
scales as in the masculine–feminine example above. In our first studies 
(Sivik 1970), twenty-seven such antonyms were mapped out in the NCS. 

 
These results concern all colours, including browns and greys, not just maximally 
saturated hues (which are what I have been considering). Whether, and to what 
extent, these colour/word connections yield explanations will depend on just 
why they come about. Unless they relate to intrinsic phenomenological facts, 
rather than external associations, they will probably not be significant if only 

                                                
    7 Some rule out this possibility on the grounds that yellow is a much lighter colour then red, 

and also that there are more perceptual differences between red and blue than there are 
between yellow and green (see, e.g., Hardin 1988: 134–42, and Palmer 1999). However, these 
facts relate not to hue but to chroma, or saturation level, and hue and chroma are usually 
thought of as independent dimensions of colour, fact that is directly, visibly evident to us; so 
it is unclear if such asymmetries are really explanatory in any relevant way. That yellow has 
a very low chromatic content is easily explained by the fact that it occurs in the middle of 
the visible spectrum, where the light-dark sensitivity curve peaks. Green also has a lower 
chromatic content than red or blue. These facts might change for a ‘diagonally inverted’ per-
cipient, who might be able to perceive a ‘supersaturated yellow’, a colour which relates to 
yellow as red relates to pink (and who would be unable to perceive a ‘supersaturated pink’, 
i.e. what we call ‘red’). Supersaturated yellow is unimaginable to us, but does not seem 
paradoxical in the way in which Levine’s ‘cool red’ is, since it merely involves stretching 
things a bit. We have no idea how many perceptible differences there are between green and 
supersaturated yellow. For more on this, see Unwin (2011). 
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because they will not differentiate between the experiences of normal percipients 
and those of colour-inverted percipients. Without such deep links, colours will 
remain essentially ineffable, and hence unexplainable. It is difficult to see what 
research could be done that would decide the matter, since it would have to rely 
very heavily on asking somewhat technical questions of naive subjects. However, 
the main focus of this paper concerns what we are saying when we say that red is 
a warm colour, and which perhaps we are not saying when we say that pink is a 
feminine colour, and this contrast is in itself rather hard to analyse. 
 So what sort of claim are we making when we say that red is a warm 
colour? It might be thought that the term ‘warm’ is purely metaphorical here, as 
in a ‘warm’ greeting. However, this does not seem to do justice to the force with 
which the warmth strikes us. Metaphors are things that we can usually take or 
leave, and although they can sometimes be very striking, they do not seem to 
relate to intrinsic character in a sufficiently robust sort of way. It is, after all, 
meant to be a primitive phenomenological fact that red looks warm, so primitive 
that if something fails to look warm then it necessarily fails to look red. It might 
be thought, on the other hand, that the term is simply literal: Red is just literally 
warm. This, however, is also unsatisfactory as it fails to do justice to the differ-
ences in the sensory modalities and associated secondary qualities. True, we de-
scribe chillies as ‘hot’ and this seems literally (i.e. not just metaphorically) right as 
far as appearances go, despite the fact that we are referring to flavour rather than 
an ordinary tactile sensation caused by a rise in temperature; but gustatory heat, 
or piquancy, is not strictly speaking a taste in the way in which sweetness, 
sourness, and so forth are tastes, since it is carried to the brain by a different set of 
nerves. Flavour is a complex intermodal sense, and should be distinguished from 
pure taste. Moreover, piquancy does relate very closely to an ordinary burning 
sensation on the tongue even if it is not accompanied by a rise in temperature. 
The reason is that similar things are happening to the tongue in each case. By 
contrast, warmth does not seem to relate to redness in this direct sort of way: The 
resemblance is not sufficiently close. What we seem to have, therefore, is some-
thing in between literal synonymy and metaphor. This in itself yields a problem, 
since it is unclear what that amounts to. True, we are familiar with dead meta-
phors, which are half way between real metaphors and literal meanings, but this 
again does not seem to be the sort of thing we should be looking for. 
 Finding generally agreed associations between colours and particular 
words is evidently not enough to yield interesting explanations of why colours 
look the way they do, if only because it needs to be shown that the meanings of 
the words in question attach themselves sufficiently deeply to the phenomeno-
logy. To some extent, cultural associations can be identified and used to screen 
the reliability of such associations. For example, we need not attach much signi-
ficance to the connection between the colour pink and the word ‘feminine’, if 
only because the association is comparatively recent and does not extend across 
all cultures. But it may be hard to generalize this kind of screening technique, and 
Sivik’s research in developing the NCS yields a bewildering array of terms and 
associations. Much work has been done in configuring semantic scales and devel-
oping the topography of associations, but the issue of explanation, of just why 
certain colours (or colour combinations) should be thought of as ‘mighty’ or 
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‘militaristic’, for example, is not easy to address. 
 
 
4 The Role of Neurology 
 
A more promising locus of explanation is the brain, but here we also have 
difficulties. I suggested, following Hardin (1988: 129–84), that there might be sig-
nificant links between those neurons which fire when we see reds and yellows on 
the one hand, and those which fire when we perceive tactile warmth on the other. 
There is currently not much evidence for this, but the crucial point is that if such 
links were to exist, then we would have something which is genuinely explana-
tory; and conversely, without such links, it is hard to see how any useful explan-
ation (i.e. one which addresses the explanatory gap) can exist. This is of philoso-
phical importance even if it is purely speculative. I suggest that it would do more 
than just explain why warmth is associated with reds and yellows; it would also 
reinforce the claim that reds and yellows really do look intrinsically warm, and 
would help us to answer the doubters who claim that they cannot see any such 
intrinsic warmth, and that we are dealing only with physical and cultural asso-
ciations. This might seem paradoxical: Surely, it may be said, the explanandum 
needs to be firmly in place before we look for the explanans. Specifically, we must 
be confident that red really does look intrinsically warm (and hence know what 
this means) before asking why this should be so. In response, I can say that in my 
own case, I was disinclined to believe that red was intrinsically warm until the 
possibility of a neurologically grounded intermodal link was suggested to me: 
Until then, I could not see clearly what could even be meant by the claim. Merely 
saying that seeing red and feeling warmth resemble each other is not enough: 
Unlike the case of piquancy, the resemblance itself is not strong enough to 
underpin the claim.8 
 Some qualification is needed here. I am not suggesting that all of what is 
meant by saying that red is a warm colour is that there are appropriate inter-
modal neural links, still less that the unknown details should form part of the 
meaning of what we are currently saying. Since the links are required to explain 
the resemblance, we would otherwise run the risk that explanans and explanandum 
will coalesce, thus rendering the explanation trivial: That is to say, we end up 
saying that the existence of certain intermodal neural links explains why there 
are certain intermodal neural links. Rather, the neurological claim — or at the 
very least the weaker and physically non-specific claim that there is an important, 
deep link within the internal processing mechanisms involved in seeing red and 
feeling warmth (without the details) — should be part of what elucidates the 
particular sort of resemblance between redness and warmth that we are trying to 
explain. The explanation itself then consists in filling in the details. There may 
remain a kind of circularity here, but it is relatively harmless. It does, however, 
ensure that questions of meaning — i.e. questions about what we are actually 
                                                
    8 However, Austen Clark (1993, 1994) has argued that such resemblances across our whole 

quality space, together with neural links, yields a sufficiently asymmetrical system that they 
yield a full physicalist reduction of all our sensory qualities. For a critique of Clark, see 
Unwin (2011). 
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saying when we say that red looks warm — remain prominent. 
 Nevertheless, it might still be wondered whether we really need to talk 
about the language of colour at all. After all, nonhuman animals have colour 
vision, and presumably there can be intermodal links there as well. Perhaps red 
rags present a warm sort of visual sensation to bulls which blue or green rags do 
not do. At any rate, it is certainly possible for certain wavelengths of incoming 
light to be more arousing than others, as they are in humans, and we do not need 
to ask about the bull’s colour vocabulary or cross-modal linguistic associations in 
order to establish this. Furthermore, it is often said, following Thomas Nagel 
(1979), that we have no conception of what nonhuman qualia can be like, and this 
fact is itself often used as an argument against physicalism and in favour of there 
being an untraversable explanatory gap. But here, as elsewhere, the point can be 
exaggerated. If we suppose, for the sake of argument, that bulls are aroused more 
by red rags than by blue ones, then it is reasonable to infer that the hue perceived 
in the former case more closely resembles human red than blue. This is because 
red light is more arousing than blue. This conclusion can only be tentative, of 
course, but it would be reinforced if it could be shown that there are further 
physiological resemblances between bulls’ brains and human ones. Yet once 
again, the specific issue of language seems to have dropped out of the picture, and 
the suspicion may be that it should never have been in the picture in the first 
place. 
 However, this would be a mistake. We need to consider other terms besides 
‘warm’ and ‘cool’ if we are to generalize this strategy, as we need to do if we are 
to handle diagonal inversion, for example, and the only realistic way to tell 
whether people perceive certain intermodal resemblances is to ask whether 
certain words are associated with certain colours. This, at least, must be our first 
line of inquiry. We then need to filter out the external or culturally-driven 
associations by focusing on what may be intrinsic to the sensory processing itself. 
What seems to follow, then, is that the terms we use to characterize the pheno-
menology of colours are themselves closely connected to what goes on in the 
brain. Colour language is thus, in a sense, embodied, and cannot be studied 
independently from bodily functioning, in particular, brain activity. If we neglect 
the language, then we lack the means to test — or even to look for — hypotheses 
about intersensory connections; and if we neglect the embodiment, then we fail to 
distinguish the intrinsic language of colour from the much looser web of associ-
ations revealed by, for example, Sivik’s (1997) studies. 
 
 
5. Conclusion 
 
What further empirical research is needed? Ideally, we should like to hear from 
people who view the world through hue-inverting spectacles, especially those 
who have worn them from birth! If people who have always worn red–green 
inverting spectacles judge that (what we call) red things look warm and green 
things look cool, then our thesis is seriously undermined, but is confirmed if they 
make opposite judgements. We can likewise ask if diagonally inverted percipi-
ents associate the terms ‘sharp’, ‘fresh’, and ‘citrusy’ with colours in the same 
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way as the rest of us. We can also ask people who try on any kind of hue-
inverting spectacles in midlife whether after a time things start to look as they 
did before (compare this with studies that show that people acclimatize 
gradually to up–down inverting spectacles). If so, then the whole notion of a 
colour quale will be placed in jeopardy; but it would also suggest, and for just that 
reason, that we do not have the kind of explanatory gap that provoked the 
discussion in the first place. In the absence of the necessary technology, more 
down-to-earth studies of the kind undertaken by Sivik, Katra and Wooten, and 
others are desirable, where normal subjects are asked how well they think a 
given term is associated with a given colour. But terms may need to be restricted 
to phenomenal terms relating to non-visual senses (it is unclear how else to guard 
against irrelevant external associations). We also need to learn more about inter-
sensory connections in general, and research on synaesthesia may be of help 
here.9 With such research in place, we are better able to see if the brain con-
nections mirror the sensory associations.  
 What of the philosophical conclusions, in particular with regard to the 
explanatory gap? It should be noted that no attempt has been made to close the 
gap completely, and it is hard to see how to do this. Explanations tend to be 
contrastive, and there are too many potential contrasts. That is to say, instead of 
simply asking questions of the form ‘Why X?’ we tend to ask questions of the 
form ‘Why X as opposed to Y?’, and there are too many candidates for ‘Y’ here. 
Even if we can explain why green looks like green as opposed to red (we can talk 
about warmth and coolness), that will not explain why green looks like green as 
opposed to blue. I have suggested ways in which we could extend a similar type 
of explanation here; but even if that were successful, it would not explain why 
green looks like green as opposed to some wholly alien hue, such as Levine’s 
‘cool red’, for example. Nor does it address David Chalmers’s (1996) ‘hard 
problem’, namely of why green should look like green as opposed to nothing at 
all (more generally, why physical processes should give rise to any qualia of any 
kind in the first place). But the ‘hard problem’ is not the only problem of interest, 
and explanatoriness comes in degrees. Just because we have failed to explain 
everything, it does not follow that we have explained nothing, and we should not 
belittle the significance of coming to understand how and why our ordinary 
colour vocabulary links with other sensory words. And brain processes certainly 
play an explanatory role here, even if the mind–body problem remains alive and 
unsolved. 
 

                                                
    9 It is often said that we are all weak synaesthetes, and this weak synaesthesia is evidently 

crucial to the Hardin strategy for traversing the explanatory gap. Full-blown synaesthesia is 
evidently irrelevant to such a project if only because there is such variation between subjects 
as to how different modalities connect. However, Marks (1978: 218–20) claims that synaes-
thesia is not what is at stake here. 
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